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Abstract

Photocatalytic water splitting is a promising technique that can reduce humanity’s reliance on fossil fuels by converting solar energy to sustainable hydrogen fuels. However, the commercial application of water splitting is still unavailable due to its low efficiency. Two main factors limiting the efficiency of photocatalytic water splitting are rapid charge recombination processes and surface back reactions. Modifying the space charge region is a promising method to solve this problem. Building internal/external electric fields in the space charge region can provide an opposite driving force for electrons and holes so that they move to different locations on surface, and this could reduce the rate of recombination. Besides, foreign element doping and molten salt treatments can alter charge carrier concentration, compensate defects and reduce recombination centers. Solution pH can also be applied as an external electric field to optimize the reactivity. The long-term goal of this project was to understand the structure-performance relationship of metal oxide photocatalysts and synthesize more efficient photocatalysts by space charge engineering for water splitting.

The first study is on La$_2$Ti$_2$O$_7$, a material whose photocatalytic reactivity might be affected by surface orientation and ferroelectric domains. By means of a photochemical marker reaction, the orientation dependent photocathodic reactivity has been observed to be greatest on (001) surfaces while surfaces perpendicular to this orientation have the least reactivity. Complex ferroelectric domain structures were observed, but they appeared to have no effect on the photocatalytic reactivity, in contrast to previous observations on other ferroelectrics. These results, together with other recent findings, support the idea that the crystal orientation has a strong influence on reactivity and can be used for charge separation. The following two projects focus on using surface orientation to control reactivity.

The second study is about the effect of pH on the photochemical reactivity of SrTiO$_3$. Using the photochemical reduction of Ag as a marker reaction, the relationship between the solution pH and reactivity of surfaces with three orientations (100), (111) and (110) has been evaluated. For all orientations, in the range of pH 3 to pH 9, the reactivity increases from pH 3, reaches a maximum, and then decreases at high pH. The pH associated with the maximum reactivity depends on the
crystallographic orientation of the surface. The result can be used to optimize the reactivity of SrTiO$_3$ and the reactor system.

The third study is to investigate the influence of particle shape, particle size, dopant concentration and solution pH on the photocatalytic water splitting reactivity of polygonal Al-doped SrTiO$_3$ through a high-throughput approach. The result demonstrates that an edge truncated cube exposing {100} and {110} facets at a surface area ratio of 1:1.8 is a suitable shape for Al:SrTiO$_3$. Those particles with an average size of 500 nm are more reactive than smaller ones. For all particles, the reactivity was measured as a function of pH from pH 2 to pH 12. The pH dependence was similar to the second study, except that the reactivity increases again at pH 12. The results demonstrate that space charge engineering is an efficient method to optimize the reactivity of particulate photocatalysts. Moreover, the results here show the great potential of the parallelized and automated photochemical reactor (PAPCR) in providing rapid feedback in catalyst engineering schemes.

The fourth and fifth studies are two parts of the investigation on the structure-performance relationship of the SrCl$_2$ flux synthesized Al-doped SrTiO$_3$ photocatalyst. In the first part, SrTiO$_3$ single crystal substrates were heated in the flux and AFM and XPS were used to study the surface before and after the experiment. The results imply that the flux treatment gives rise to a much higher surface hydroxyl group density and an enhanced photoanodic reactivity. Besides, it is found that the potential difference between (100) and (110) surfaces increases from 0.07 V to 0.21 V, leading to a much stronger electric field inside the particle to promote charge separation. In the second part, SrTiO$_3$ was doped with a series of acceptor cations, including Al$^{3+}$, Mg$^{2+}$, Ga$^{3+}$ and Fe$^{3+}$. The photocatalytic hydrogen production rates of these doped SrTiO$_3$ catalysts have been measured with the PAPCR as a function of doping concentration. Based on simulated Brouwer diagrams, it is thought that these acceptors reduce the free electron concentration, lower the Fermi level, and expand the space charge region. The optimal concentration is close to a situation where the oxygen vacancy donors are fully compensated by the acceptors. In a word, both the SrCl$_2$ flux and acceptor doping contribute to the reactivity: the flux treatment modifies the surface structure, and the dopants affect the defect chemistry in the bulk.

The last study illustrates a surprising ion exchange between perovskite oxides and molten salts. Using this ion exchange reaction, we synthesized a new type of SrTiO$_3$ photocatalyst by heating
BaTiO$_3$ in the molten SrCl$_2$ flux. The ion-exchanged SrTiO$_3$ photocatalyst produced hydrogen at about twice the rate of the same material that did not undergo ion exchange. FIB-EDS analysis indicates that Cl$^-$ is unevenly doped inside the crystals during the flux treatment as a donor defect, creating an internal electric field that can drive more photogenerated charge carriers to the surface for reactions. In addition, under high resolution TEM, lattice fringes with periodicities larger than those expected in SrTiO$_3$ are observed at the edges of the particles. The orientations of these fringes are consistent with Ruddlesden-Popper phase, which are known to occur in Sr-excess SrTiO$_3$. This Sr-rich shell might further compensate charge carrier traps. Moreover, it is found that this reaction can be applied to other materials and that the A-site cations in a ABO$_3$ perovskite oxide can be exchanged with the cations from a molten salt, suggesting a new strategy to design and synthesize highly reactive photocatalysts for water splitting.
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Chapter 1: Introduction

1.1 Motivation

Energy is a critical component of our everyday needs. On account of the exhaustion of cheap oil and the impact of greenhouse emissions, people are forced to seek environmentally clean alternative energy resources.\(^1,2\) Solar energy is a potential substitute for fossil fuels because of its sustainability and environmental friendliness.\(^3\) In 2021, Americans used 97.3 quads (quadrillion BTU) of energy but among them solar energy only made up 1.5 quad.\(^4\) To harvest energy from the sun, a promising strategy is photocatalytic water splitting, a technique that converts water into hydrogen and oxygen with the help of solar illumination. Hydrogen is an ideal fuel for its high energy density and minimal air pollution. Furthermore, since water and sun light are abundant, endless, and renewable, all we need is to design a stable photocatalyst that can split water efficiently.

![Figure 1-1: The 2021 energy flow chart released by Lawrence Livermore National Laboratory.](image)

There are two major categories of water splitting. The first category is to use photoelectrochemical cells (PECs).\(^5,6\) In a PEC system, there will be two electrodes, such as TiO\(_2\) and Pt, immersed in
an electrolyte and connected to an external electric circuit. Under illumination, electron-hole pairs are generated and separated by an electric field to drive proton reduction and water oxidation. However, the durability of electrode is poor, and this might increase its cost.7

The second category is photocatalysis using a colloidal suspension of powdered catalysts.8,9 A particulate catalyst could be considered as a smart PEC, where different regions of the powder surface serve as photoanodes and photocathodes. Those powders have the potential to be fabricated at lower costs than PECs, but they have relatively poor efficiencies. Two of the most significant problems for particulate photocatalysts are the high rate of photogenerated carrier recombination and the back reaction of intermediate chemical species.

Figure 1-2: Simple schematic of photoelectrochemical cell (left), reproduced from ref.10 Schematic of powdered photocatalyst (right), reproduced from ref.11

A tremendous amount of research has focused on reducing the rate of charge recombination and back reactions. In this thesis, two primary strategies are tested to enhance the separation of photogenerated electron-hole pairs. The first one is to develop catalysts with an internal electric field in the space charge region. An internal field may arise from polarization of ferroelectric or ferroelastic domains,12,13 phase boundaries,14 polar surface terminations15,16 and surface orientations.17,18 With such fields, electrons and holes will be attracted to different locations of the catalyst surface for reduction and oxidation so that an enhancement of charge separation is achieved. Hence, the overall photocatalytic efficiency should increase.

The second strategy is to apply an external electric field to the space charge region. Since the two half reactions need to proceed at the same rate to keep charge neutral, the overall reaction rate depends on the slower one of the two half reactions. If one applies a potential to increase the rate
of the slower reaction, it will decrease the faster reaction; the maximum overall rate is achieved at a potential where the rates of the photocathodic and photoanodic reactions are equal. pH is a good candidate to provide an external field. The solution pH influences the amount of charge adsorbed on the surface, the surface potential, the band bending in the semiconductor, and, therefore, the concentration of available charge carriers at the surface. Because the photochemical reactivity is directly proportional to the amount of available charge carriers, the pH serves as an external field and affects the overall reaction rate.

1.2 Objectives

The work described here has three major goals. As we have mentioned in Section 1.1, an internal electric field in the space charge region could influence the photochemical reactivity. La$_2$Ti$_2$O$_7$ is a ferroelectric material with a layered perovskite structure. Many materials have been found to exhibit anisotropic catalytic reactivity such that some orientations are more photocathodic while other orientations are more photoanodic, and this effect originates from the different degree of band bending in the space charge region as well as the different surface potential. If one can prepare shape-controlled particles exhibiting specific facets, photo reduction and photo oxidation will thus occur on different locations of the particle, hence the overall photocatalytic efficiency would be enhanced. La$_2$Ti$_2$O$_7$ has a strong anisotropic structure and simulations imply that there is a significant difference in the band edge positions perpendicular and parallel to the perovskite layers,$^{19}$ so that we assume that its photocatalytic reactivity is influenced by surface orientation. Besides, La$_2$Ti$_2$O$_7$ has a polarization in ferroelectric domains with a magnitude of 5 $\mu$C/cm$^2$, which is similar to BiFeO$_3$ (6 $\mu$C/cm$^2$). Thus, we assume that they should behave similarly with the reactivity being influenced by ferroelectric domains. With the two assumptions, the first goal of this work is to test the photochemical reactivity of La$_2$Ti$_2$O$_7$ by means of marker reactions and investigate the relative importance of surface orientation and ferroelectric domains. We found that, in this case, surface orientation plays a more important role in photocatalytic reactivities.

I then turned my attention to SrTiO$_3$, which can split water under UV illumination and has an orientation dependent photocatalytic reactivity.$^{20,21}$ My second goal was to test the pH effect on the photochemical reactivity on surfaces of SrTiO$_3$ with different orientations. Solution pH can influence the surface charge and surface potential. Increasing pH, more negative charges (OH$^-$)
will adsorb to surface and bend the bands upward. Also, it is expected that the pH effect may vary in different crystallographic orientations because of the anisotropic transport and chemical properties on SrTiO$_3$. If one could establish a model for band bending as a function of solution pH, it will be useful for us to understand pH effect and apply it to more catalyst systems.

The third goal is to explore other feasible tools to modify the space charge region for better reactivity. Doping foreign elements is a widely used method to improve the properties of photocatalysts. The dopants usually serve as donors or acceptors, alter the charge carrier concentration, and shift the Fermi level. For example, doping aluminum into SrTiO$_3$ was found to reduce the number of free electrons and shift the Fermi level anodically.\cite{22} Determining a suitable dopant with an optimized doping concentration is necessary to prepare a highly efficient photocatalyst. Additionally, particle size may influence band structure too. If the particle is too large, charge carriers generated in the center flat band region are unable to migrate to the surface. If the particle is smaller than twice the length of space charge region, the band bending will be reduced so that the electric field in the space charge region will be smaller and photogenerated carriers are more difficult to separate. Therefore, determining a suitable size for particulate photocatalysts is also a crucial task. Finally, catalyst synthesis route is also critical. It is known that materials prepared in molten salt methods and hydrothermal methods might have a higher crystallinity than those prepared with solid-state methods, which results in a lower concentration of charge carrier traps and better reactivity.

The long-term objective of this project is to develop a series of shape-controlled particle photocatalysts exposing specific facets serving as photoanodes and photocathodes. By separating the location of the two half reactions, the rate of charge recombination and back reaction should be regulated for such particles. Next, the optimal particle size, dopant concentration and synthesizing route will be employed. Finally, the solution pH will be adjusted to find the pH value associated with maximum reactivity.

### 1.3 Hypothesis

**Question 1:** What are the influences of surface orientation and ferroelectric polarization on the photochemical reactivity on La$_2$Ti$_2$O$_7$?

**Hypothesis 1**
La$_2$Ti$_2$O$_7$ is a ferroelectric material with a layered perovskite structure. The photocatalytic reactivity of La$_2$Ti$_2$O$_7$ is influenced by both surface orientation and ferroelectric domains.

The spontaneous polarization within a ferroelectric creates an electric field driving photogenerated carriers to move in opposite directions, which causes reduction and oxidation to occur at different locations. For a positive domain, there will be a potential drop across the domain, bending the band downwards and electrons can easily move to the surface to react with species in solution. On the contrary, for a negative domain, the polarization will bend the band upwards and holes can easily move to surface. The polarization in La$_2$Ti$_2$O$_7$ domains is of 5 $\mu$C/cm$^2$, which is similar to BiFeO$_3$ (6 $\mu$C/cm$^2$). The photochemical reactivity of BiFeO$_3$ depends on ferroelectric domains, so we expect that La$_2$Ti$_2$O$_7$ should behave similarly. Meanwhile, surface orientations usually affect photochemical reactivity, too. La$_2$Ti$_2$O$_7$ has a strong anisotropic structure. Simulations by Bruyer et al. show significant differences in the band edge positions perpendicular and parallel to the layers. Therefore, the photocatalytic reactivity of La$_2$Ti$_2$O$_7$ is also supposed to depend on orientations. Hence, we expect that the reactivity of La$_2$Ti$_2$O$_7$ depends on both orientation and ferroelectric domains. In order to investigate which factor is dominant, we carried out experiments described in Chapter 4.

**Question 2:** What is the interplay between crystallographic orientations and solution pH on the photochemical reactivity of SrTiO$_3$?

**Hypothesis 2**

*Adjusting the aqueous solution pH can control surface charge and the rates of the two half reactions to influence the overall photochemical reaction rate of SrTiO$_3$. Because of different potentials at different surfaces, the pH effect is likely to vary with surface orientation.*

pH can be considered as an external electric field to adjust photocatalytic reactivity since it could control the relative rates of oxidation and reduction reactions, leading to a change in the overall reaction rate. In a low pH environment (higher H$^+$ concentration), there will be more positive charge on the surface, leading to a downward band bending (or reduced upward band bending), so that electrons will be transported to the surface, but holes will be repelled, and photo reduction is favored. In a high pH environment (higher OH$^-$ concentration), there will be more negative charge on the surface, leading to increased upward band bending, so that holes will be transported to the
surface, but electrons will be repulsed, and photo oxidation is favored. Since the overall reaction rate depends on the slower one of the two half reactions, the maximum reactivity should be achieved at an intermediate pH value. Because of different potentials at different surfaces, the pH effect is likely to differ on (100), (110), and (111) surfaces.

**Question 3:** Is it feasible to develop an anisotropic faceted Al: SrTiO$\text{\textsubscript{3}}$ particle catalyst with an enhanced charge separation for overall water splitting? And how will solution pH affect the reactivity?

**Hypothesis 3**

An Al: SrTiO$\text{\textsubscript{3}}$ particle exposing {100} and {110} facets should have better photocatalytic reactivity than particles with only {100} facets. By tailoring the fraction of the two types of facets, the photocatalytic reactivity will be optimized.

Based on previous study, in SrTiO$\text{\textsubscript{3}}$, {100} surfaces are more photocathodic while {110} surfaces are more photoanodic,$^{26,27}$ hence, a separation of photogenerated carries occurs between the two surfaces. Dong et al. introduced a hydrothermal method to prepare faceted SrTiO$\text{\textsubscript{3}}$ nano particles exposing {100} and {110} facets and the percentage of the two types of facets could be adjusted by changing surfactants.$^{28}$ Also, Al-doped SrTiO$\text{\textsubscript{3}}$ (Al: SrTiO$\text{\textsubscript{3}}$) loaded with RhCrO$_x$ (rhodium chromium oxide) cocatalysts splits water with an apparent efficiency (quantum yield greater than 50% at 365 nm).$^{29-31}$ In my research, I combined the two works, developing shape-controlled Al-doped SrTiO$\text{\textsubscript{3}}$ and finding the best shape by adjusting the ratio of {100} and {110} facets for photocatalytic water splitting. The most suitable doping ratio and crystal size have been determined. The solution pH was adjusted to optimize the reactivity.

**Question 4:** What is the specific role of Al$^{3+}$ dopants on the photocatalytic reactivity of SrTiO$\text{\textsubscript{3}}$? Is it possible to replace it with other elements?

**Hypothesis 4**

Al$^{3+}$ serves as an acceptor dopant in SrTiO$\text{\textsubscript{3}}$, lowers the free electron concentration and expands the space charge region. Mg$^{2+}$, Ga$^{3+}$ and Fe$^{3+}$ also serve as acceptor dopants since they occupy Ti sites, so they should behave like Al$^{3+}$ and contribute to the photocatalytic reactivity.
Introducing aliovalent dopants into a host material would alter the free charge carrier concentration. SrTiO$_3$ is a n-type semiconductor because of intrinsic oxygen vacancies. Al$^{3+}$ is an acceptor dopant that can provide positive charge and compensate oxygen vacancy donors. The reduced free electron concentration would expand the space charge region, contributing to the improved transport of photogenerated charge carriers. At the same time, this will lower the Fermi level and reduce the potential difference between the semiconductor and the solution, leading to a lower degree of band bending. If so, there should be an optimal doping concentration that can balance the two factors. In this study, I investigated the effect of introducing foreign elements (Al$^{3+}$, Mg$^{2+}$, Ga$^{3+}$, Fe$^{3+}$) on the photocatalytic reactivity of SrTiO$_3$ as a function of doping concentration. A defect compensation model is provided to understand the doping effect.

**Question 5:** Is the molten SrCl$_2$ flux treatment a necessary step to prepare highly reactive SrTiO$_3$ photocatalysts? If so, what happens when we soak SrTiO$_3$ in this molten salt?

**Hypothesis 5**

*Al-doped SrTiO$_3$ photocatalysts prepared in the molten SrCl$_2$ flux are more reactive than those prepared in other methods. The flux treatment modifies the surface structure and surface chemistry to a condition that is more favorable to photochemical reactions.*

Nearly all high-performance Al-doped SrTiO$_3$ photocatalysts employed the molten SrCl$_2$ flux treatment. But its mechanism is still not clear. Previous report assumes that SrTiO$_3$ dissolves and recrystallizes in the melt so that the crystallinity is improved.$^{30,33}$ Based on my previous results, it is less likely that the particle completely dissolves and recrystallizes. My assumption is the surface slightly dissolves in the flux and the newly formed surface is more reactive. To test this, I carried out the flux treatment on large SrTiO$_3$ single crystal substrates and studied the surface with AFM and XPS before and after the treatment.
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Chapter 2: Background

Water splitting is a process that can produce hydrogen by directly decomposing water under illumination. Since the first report on a TiO\textsubscript{2} electrode by Fujishima and Honda in 1972,
\cite{1} extensive research has been carried out to achieve water splitting with a great number of photocatalyst materials. In this chapter, an overview of fundamental principles of water splitting will be provided. Next, a brief explanation of why commercial application of water splitting is restricted is discussed. Finally, I will introduce how to improve the photocatalyst performance by modifying the space charge region, including surface orientation effect, ferroelectric polarization effect, solution effect and doping effect.

2.1 Semiconductor based photocatalysis

2.1.1 Fundamental principles of semiconductor photocatalysis

The photocatalytic properties of semiconductor photocatalysts depend on the surface properties and electronic band structure. In a typical reaction, there are three major steps: (1) a semiconductor absorbs a photon of energy higher than its band gap ($E > E_{Bg}$) to excite an electron from the valance band to the conduction band, leaving a positively charged hole in the valance band; (2) electron hole pairs are separated and migrate to the semiconductor surface; (3) electrons and holes are trapped with species in solutions and drive reactions.

![Figure 2-1](image)

**Figure 2-1:** Schematic photoexcitation in a solid followed by deexcitation events are presented in panel (A) and (B), modified from ref.\textsuperscript{2} Panel (C) presents the energy barrier of an overall water splitting reaction.
In overall water splitting, $H_2$ and $O_2$ are produced in a stoichiometric ratio 2:1. From the perspective of thermodynamics, the overall water splitting is classified as an “up-hill” reaction, as illustrated in Figure 2.1 (C), with a large positive change in Gibbs free energy ($\Delta G^0 = +237 \text{ kJ/mol}$, 2.46 eV per molecule).

\[
H_2O \xrightarrow{\text{hv/photocatalyst}} H_2 + \frac{1}{2}O_2, \Delta G = 237\text{kJ/mol} \tag{2.1}
\]

For overall photocatalytic water splitting to occur, the bottom of semiconductor conduction band must exceed the proton reduction potential (0.0 V vs. NHE at pH 0), the top of valance band must exceed the oxidation potential of water (1.23 V vs. NHE at pH 0). Hence, the minimum band gap for overall water splitting is ~1.23 eV. With the assistance of scavengers, semiconductors that are unsuitable for overall splitting can produce either $H_2$ or $O_2$, as illustrated in Figure 2-2. For the proton reduction half reaction, CH$_3$OH, SO$_3^{2-}$, EDTA$^{4-}$ can be used as hole scavenger. For the water oxidation half reaction, Ag$^+$, Fe$^{3+}$ and IO$_3^-$ can be used as electron scavengers.

**Figure 2-2:** Scheme of photocatalytic (A) overall water splitting; (B) proton reduction half reactions with CH$_3$OH as sacrificial reagent; (C) water oxidation half reaction with Ag$^+$ as sacrificial reagent.

The chemical reduction and oxidation reactions for overall water splitting are listed in Eq. (2.2) and (2.3), respectively:

\[
4H^+ + 4e^- = 2H_2 \tag{2.2}
\]
\[
2H_2O + 4h^+ = O_2 + 4H^+ \tag{2.3}
\]
The chemical reduction and oxidation reactions for the proton reduction half reaction with CH$_3$OH as a hole scavenger are listed in Eq. (2.4) and (2.5), respectively:

$$6H^+ + 6e^- = 3H_2$$  \hspace{1cm} (2.4)

$$CH_3OH + 6h^+ + H_2O = CO_2 + 6H^+$$  \hspace{1cm} (2.5)

The chemical reduction and oxidation reactions for the water oxidation half reaction with Ag$^{+}$ as an electron scavenger are listed in Eq. (2.6) and (2.7), respectively:

$$4Ag^+ + 4e^- = 4Ag$$  \hspace{1cm} (2.6)

$$2H_2O + 4h^+ = O_2 + 4H^+$$  \hspace{1cm} (2.7)

### 2.1.2 Types of photocatalysis

Apart from water splitting, photocatalysis is widely applied in green chemistry and organic synthesis. Actually, photocatalysis might refer to any reaction that requires the simultaneous presence of a catalyst and light. In this section, selected applications will be briefly introduced, and representative research works will be provided.

*photocatalytic degradation of organic pollutants*

With the speeding up of human industry, large amounts of toxic organic pollutants have been discharged into nature, leading to a negative consequence in the lives of humans. Semiconductor based photocatalysis appears to be a promising way to remove these pollutants. Benefits of semiconductor catalysts include non-toxic, low cost, easy to recycle. The process of organic degradation is similar to water splitting. Under suitable illumination, electrons and holes migrate to the semiconductor surface and participate in the reduction-oxidation reactions. It is found that radical intermediates always participant in organic degradation. For instance, an O$_2$ molecule can scavenge an electron forming a superoxide radical (·O$_2^{-}$). Next, this superoxide radical reacts with a proton forming a hydroperoxide radical (·HO$_2$).$^3$ The hydroperoxide radical has a redox potential of +2.27 V vs. SHE at pH 7, which is enough to oxidize most organic compounds.$^4$
**photocatalytic CO₂ reduction**

As a greenhouse gas, excessive CO₂ emission has dramatically changed our environment. The International Panel on Climate Change predicted that the global temperature will rise 1.9 °C in mean value if CO₂ rises to 590 ppm by 2100.⁵ Among many technologies mitigating CO₂ emissions, photocatalytic CO₂ reduction is preferred for its convenience and relatively low cost. A highly efficient photocatalytic CO₂ reduction method has been reported by Kuang et al. with CsPbBr₃ perovskite quantum dot/graphene oxide composite catalyzing CO₂ reduction at a rate of 23.7 μmol g⁻¹ h⁻¹ with a selectivity over 99.3%.⁶

CO₂ is a very stable molecule, and its reduction needs to overcome a huge energy barrier. In general, for a typical CO₂ reduction, the molecule is first activated by adsorption into electron rich oxygen vacancy defect sites or gain electrons from a semiconductor directly,⁷,⁸ and then, transferred into reactive $CO_2^–$. This intermediate can further get converted into CO, CH₄, CH₂O, CH₃OH. For instance, one could convert CO₂ and H₂O into CH₄ and O₂ under illumination. This is usually defined as photocatalytic CO₂ methanation:

$$CO_2 + 2H_2O \rightarrow CH_4 + 2O_2$$  \hspace{1cm} (2.8)

As the main constituent of natural gas, CH₄ is a widely used fuel for heating and electricity generating. Since the natural gas we are using now is fossil-based, photocatalytic CO₂ methanation provides us with a method to synthesize natural gas. CO₂ methanation might be helpful to reduce the emission of CO₂ to lighten greenhouse effect. Meanwhile, the high abundance and relatively low cost of raw material, CO₂ and H₂O, making this synthetic natural gas a significantly value-added product.⁸

**Photocatalysis in synthesis**

Photocatalysis is a helpful tool in organic synthesis, too. The principle mode of action in photocatalysis is to induce an electron transfer to or from a substrate, thus generating anions, cations, or neutral radicals.⁹ In organic synthesis, photocatalysis can be roughly divided into photoreduction and photooxidation, depending on the specific reactions. In the traditional way, bringing a stable organic molecule such as an alkane to an oxidized state needs strong oxidizing...
agent and drastic reaction conditions. Photocatalysis is able to activate the reagent under mild conditions, allowing a better control of the intermediates generated.\textsuperscript{10}

2.1.3 Roles of cocatalysts

In photocatalytic water splitting, semiconductor photocatalysts are always loaded with specific cocatalysts. In most of the cases, those cocatalysts are necessary if one would like a satisfactory overall water splitting performance. They serve as reaction sites and accelerate the reactions, promote the separation of photogenerated charge\textsuperscript{11} and decrease the activation energy.\textsuperscript{12}

Cocatalysts are usually loaded for the two half reactions separately. For the H\textsubscript{2} evolution half reaction, noble metals, like Pt, are selected as cocatalysts. Firstly, since noble metals usually have larger work functions than semiconductors, they are able to trap electrons from the semiconductor. Pt has the largest work functions among noble metals, so that it is regarded as the most suitable H\textsubscript{2} evolution cocatalyst. Secondly, noble metals have good stability and are less likely degraded in water. Thirdly, Trasatti et al.\textsuperscript{13} found a volcano relationship between the exchange current for H\textsubscript{2} evolution and the metal-hydrogen bond strength during electrochemical reaction (see Figure 2-3). Pt is at the top of the volcano, which means it needs the lowest activation energy to catalyze the reaction. Representative works employing Pt as cocatalysts are TiO\textsubscript{2},\textsuperscript{14,15} PbTiO\textsubscript{3},\textsuperscript{16} La\textsubscript{2}TiO\textsubscript{2}N,\textsuperscript{17} CdS.\textsuperscript{18} Apart from Pt, people sometimes select Rh, Au or Ir as H\textsubscript{2} evolution cocatalysts as well.

![Figure 2-3: Experimentally measured exchange current for hydrogen evolution over different metal surfaces plotted as a function of the calculated hydrogen chemisorption energy per atom. Taken from ref.\textsuperscript{19}](image)
For the O₂ evolution half reactions, cocatalysts are also crucial. Since the two half reactions must proceed at the same rate to maintain charge neutrality, the overall reaction rate is limited by the slower one, usually the water oxidation. The corresponding materials should have low work functions that can trap holes. And those O₂ evolution cocatalysts are always metal oxides, such as CoOₓ,¹² NiO,²⁰ RuO₂.²¹ Past research has shown that loading both cocatalysts for reduction and oxidation has better performance than loading only one cocatalyst. However, in most catalyst systems, reduction cocatalysts are necessary even if people believe that the photo oxidation is the rate limiting half reaction. Loading only reduction cocatalysts or both cocatalysts promote the reactivity. But loading only oxidation cocatalysts is not always useful.

To load cocatalysts on semiconductors, there are two main approaches. The first approach is the impregnation method, where the cocatalysts are uniformly deposited on photocatalyst particle. As a result, the two half reactions may occur at the same location. The second approach is photo deposition, if different surface orientations have different work functions, then the cocatalysts might deposit at different locations. Hence, photo reduction and photo oxidation may occur on different locations on the surface of photocatalyst, which is beneficial to the separation of charge.

### 2.1.4 Factors limiting the efficiency of photocatalysis and how to overcome them

Works on photocatalytic water splitting revolve around efficiency. If one can develop a catalyst with a satisfactory efficiency, the commercial application of water splitting will become reality. A wildly used efficiency is quantum efficiency, defining the number of electrons participating in reactions relative to the number of photons incident to the system. The number of reacted electrons equals twice the number of evolved H₂ molecules or four times the number of evolved O₂ molecules. And the number of incident photons could be measured by a photodiode.²²

Hence, the external quantum efficiency (EQE) is defined as:

\[
EQE \, (\%) = \frac{\text{# of reacted electrons}}{\text{# of incident photons}} \times 100% = \frac{2 \times \text{# of evolved } H_2 \text{ molecules}}{\text{# of incident photons}} \times 100% \quad (2.9)
\]
The internal quantum efficiency (IQE) is slightly different from EQE in that it specifies the number of electrons participating in reactions relative to the number of photons absorbed in the system. The equation is defined as:

\[
IQE \text{ (\%)} = \frac{\text{# of reacted electrons}}{\text{# of absorbed photons}} \times 100\%
\]

\[
= \frac{2 \times \text{# of evolved H}_2 \text{ molecules}}{\text{# of absorbed photons}} \times 100\% 
\tag{2.10}
\]

Obviously, IQE is always higher than EQE. Since it is hard to determine how many photons have been absorbed, the external quantum efficiency is commonly used. Another standard efficiency is solar-to-hydrogen (STH) efficiency, which is convenient to determine the performance of a photocatalyst:

\[
STH = \frac{\text{energy of evolved H}_2}{\text{energy of incident photons}} = \frac{r_{H_2} \Delta G}{P_{sun} S} \times 100\% 
\tag{2.11}
\]

\(r_{H_2}\) corresponds to the rate of hydrogen generation (mmol/s), \(\Delta G\) corresponds to the Gibbs free energy (J/mol) of the water splitting reaction, \(P_{sun}\) corresponds to the light energy flux (mW/cm\(^2\)), and \(S\) is the irradiation area (cm\(^2\)).

Recall that earlier, the three major steps of photocatalytic water splitting are: light absorption, photogenerated charge generation, separation and migration, surface reaction. The two factors that limit the efficiency of water splitting the most are the recombination of electron-hole pairs and back reactions on surface, as shown in Figure 2-1. Improving the charge separation efficiency has been a critical topic in photocatalytic water splitting for a long time. Many strategies are available to increase the charge separation. Decreasing the particle size could decrease the migration distance so that charge carriers are more likely to reach surface. Developing a highly crystalline catalyst is another approach because defects in the bulk/surface usually serve as recombination centers. Removing these centers will help suppress the rate of charge recombination. Moreover, building internal/external electric fields in the space charge region for separating electrons and holes is also a popular method and this is also the main point of my research. More details of this method will be discussed later.
2.1.5 Molecular Photocatalysts

Photocatalytic hydrogen production can also be carried out using homogeneous molecular catalysts. Although its mechanism is quite different from semiconductor-based catalysts, it is still worth a discussion since it could help us understand the reaction sites. The molecules employed here are usually complexes with a transition metal cation coordination center that can store solar energy with their excited states, accompanied by protonation and dehydrogenation cycles with the assistance of certain substrates.\textsuperscript{25–27} In this section, a few represented catalyst mechanisms will be discussed:

\textit{Alkane dehydrogenation}

Alkane dehydrogenation can be expressed in the following equation:

\[
C_nH_m \rightleftharpoons C_nH_{m-2} + H_2 \tag{2.12}
\]

Photocatalytic alkane dehydrogenation has been reported using Ir, Rh, and Pt complexes, and the driving force of the reaction can be supplied by a photon. Herein, I use Rh\textsuperscript{i}(PR\textsubscript{3})\textsubscript{2}(CO)Cl (R = Me, Et, Ph) as an example,\textsuperscript{28} as illustrated in Figure 2-4(a): Activated by the photons, the CO dissociates and the Rh\textsuperscript{i}(PR\textsubscript{3})\textsubscript{2}Cl intermediate forms. This intermediate forms C-H bonds by adding cyclohexane as a substrate and generates a dihydrido alkane complex via \(\beta\)-hydride elimination. After the alkene dissociation and CO coordination, it will regenerate the starting complex by emitting a hydrogen molecule.\textsuperscript{29} Photocatalytic dehydrogenation can also occur in other substrates, such as the dehydrogenation of alcohols to ketones or aldehydes.

\textit{Hydrogen production from acidic solutions}

Inorganic acids usually have a much lower energy compared with alkane substrates, so it usually needs higher energy photons to activate the reactions. For example, Ir\textsuperscript{iii}Cl\textsubscript{6}\textsuperscript{3–} can produce H\textsubscript{2} and Cl\textsubscript{2} in a stoichiometric ratio in HCl solutions under 254 nm UV light. The proposed mechanism is given in Figure 2-4(b). The radiation will convert HIr\textsuperscript{iii}Cl\textsubscript{6}\textsuperscript{2–} to its excited state \([\text{HIr}^{\text{iii}}\text{Cl}_6^{2–}]^*\), and then it decomposes into Ir\textsuperscript{iv}Cl\textsubscript{6}\textsuperscript{2–} and a H radical. This resulted H radical might react with a another HIr\textsuperscript{iii}Cl\textsubscript{6}\textsuperscript{2–} to form Ir\textsuperscript{iv}Cl\textsubscript{6}\textsuperscript{2–} and a H\textsubscript{2} molecule. Meanwhile, the irradiation can excite Ir\textsuperscript{iv}Cl\textsubscript{6}\textsuperscript{2–} to \([\text{Ir}^{\text{iv}}\text{Cl}_6^{2–}]^*\), then reduced by a Cl\textsuperscript{–} anion forming Ir\textsuperscript{iii}Cl\textsubscript{6}\textsuperscript{3–} and a Cl radical. Two Cl radicals can
form a Cl$_2$ molecule and reconvert Ir$^{III}$Cl$_6^{3-}$ to Ir$^{IV}$Cl$_6^{2-}$. Similar catalytic reactions can also occur be conducted using Pt$^{2+}$, Eu$^{2+}$, Fe$^{2+}$, etc.

**Three component systems**

This scheme consists of three parts: a photosensitizer that can absorb photons, a mediator that can be reversibly reduced by electrons, and a catalyst that can reduce protons to hydrogen. So, we may see that this is pretty similar to the Z-scheme semiconductor heterojunction catalysts. Here I talk about Ru$^{II}$(bpy)$_3^{2+}$, a common photosensitizer, which is also the material we used in the normalization calibration of our photoreactor (see Appendix 4). Induced by a photon, Ru$^{II}$(bpy)$_3^{2+}$ goes to the excited state Ru$^{II}$(bpy)$_3^{2+*}$ and then forms Ru$^{III}$(bpy)$_3^{3+}$ by transferring electron to the mediator. This electron will then transfer to the catalyst, like colloidal Pt, and reduce protons to hydrogen. Ru$^{III}$(bpy)$_3^{3+}$ will be reduced to the ground state Ru$^{II}$(bpy)$_3^{2+}$ by a sacrificial donor. A schematic of the reaction is given in Figure 2-4(c).

---

**Figure 2-4:** (a) Proposed mechanism for the photocatalytic cyclooctane dehydrogenation using Rh$^I$(PMe$_3$)$_2$(CO)Cl. (b) Proposed reactions involved in the photocatalytic production of H$_2$ from aqueous HCl solutions using Ir$^{III}$Cl$_6^{3-}$. (c) A schematic of three component systems. Adapted from ref.26.
2.2 Space charge engineering

2.2.1 Metal-Semiconductor Interface

Materials generally have different work functions, which is defined as the energy difference between the vacuum level and the Fermi energy and denoted as $\phi$. When a metal and a semiconductor contact with each other, electrons will flow from the low work function side to the high work function side. For an n-type semiconductor, if the Fermi level of the semiconductor is higher than the Fermi level of the metal, electrons will flow from the semiconductor to the metal until the two Fermi levels are aligned. This is shown in Figure 2-5 (left). At equilibrium, the metal side will be negatively charged while the semiconductor is positively charged. This causes the free charge carrier concentration near the semiconductor surface (space charge region) to be lower than in the bulk, and this named a depletion layer. Here, the energy band edges will also shift due to the electric field at the interface region between the metal and the semiconductor. When $\phi_m > \phi_s$, the energy band bends upwards as electrons in semiconductors are repulsed by the negatively charged Helmholtz layer located in the metal. When $\phi_m < \phi_s$, electrons will flow from the metal to the semiconductor, leading to an accumulation layer at the surface of semiconductor. Now, the semiconductor energy bands bend downwards as electrons in semiconductors are attracted by the positively charged Helmholtz layer in the metal, shown in Figure 2-5 (right).

The degree of band bending is equal to the work function difference between metal and semiconductor:

$$V_{BB} = |\phi_m - \phi_s|$$  \hspace{1cm} (2.13)

When $\phi_m > \phi_s$, there will be a Schottky barrier forming at the interface, defined as:

$$\phi_{BB} = (\phi_m - \chi_s)$$  \hspace{1cm} (2.14)

$\chi_s$ is the electron affinity of semiconductor. If $\phi_m < \phi_s$, there will be no Schottky barrier formed but an ohmic contact.
Figure 2-5: Energy band diagrams of metal and n-type semiconductor contact, reproduced from ref.\textsuperscript{33} $E_c$ and $E_v$ correspond to energy of conduction band and valance band edges. $\phi_m$ and $\phi_s$ correspond to work functions of metal and semiconductor. $E_{\text{vac}}$, vacuum energy. $\chi_s$, electron affinity of the semiconductor.

### 2.2.2 Space charge region

Space charge regions result from field inhomogeneities. When a bulk semiconductor is in contact with another semiconductor, metal, or electrolyte, a space charge region will form at the interface to equalize the Fermi levels.\textsuperscript{34,35} Here, charge carriers flow from high carrier density region to low carrier density region, leaving uncompensated donors and acceptors forming a series of electric dipoles. The potential created by these dipoles finally gives rise to band bending.

Figure 2-6 illustrates three kinds of space charge regions for a n-type semiconductor. The first column corresponds to the flat band condition where no space charge region exists. For downward band bending, negative charges accumulate at the surface of the semiconductor due to the attraction of outside positive charges, forming an accumulation layer. For upward band bending, positive charges accumulate at the surface, causing the decrease of electron concentration, forming a depletion layer. There is a possibility that if the degree of upward band bending is large enough,
as shown in the fourth column of Figure 2-6, the hole concentration becomes larger than the electron concentration, converting the semiconductor from n-type to p-type at surface. In this case, the space charge region is called an inversion layer.

Most reactions will occur on semiconductor surface and the band structure in the space charge region will have a strong influence on the reaction rate. Therefore, space charge engineering is a promising approach to improve the efficiency of photocatalysis.

![Figure 2-6: Schematic diagrams showing the energy levels and free charge densities for a n-type semiconductor. The blue dotted line labeled the space charge region with a thickness of D. \(n_i\) = intrinsic carrier density; \(n_e\) = electron density; \(n_h\) = hole density. Reproduced from reference.]

2.2.3 How is band bending induced?

The band bending concept was originated by Schottky and Mott to explain the properties of metal-semiconductor interfaces. Apart from what we have discussed in 2.2.2, band bending could be induced by many other factors. For instance, an external field can induce band bending near the semiconductor surface. In an ideal system where a semiconductor and a metal contact with each other, we assume that they have the same work function and no charge carriers flow. Adding a voltage will break this balance. By adding a positive voltage (\(V > 0\)), the electric field will cause electrons to accumulate near the surface and bend the bands downward. On the contrary, adding a negative voltage (\(V < 0\)) will bend the band upward.
Band bending could be induced by surface states as well.\textsuperscript{41} Surface states form as a result of the broken lattice symmetry at the surface. Composed of unpaired electrons in dangling bonds, surface states usually have a different Fermi level compared with the bulk. These states act as either donors (dangling electrons being excited to the conduction band) or acceptors (electrons being captured to pair with electrons in dangling bonds).\textsuperscript{42} Hence, charge carriers will transfer between the bulk and the surface, causing band bending. A similar case is that transition metal oxides usually have partially occupied d-orbitals which could serve as donors or acceptors as well.\textsuperscript{43} Moreover, the adsorption of molecules can induce band bending.\textsuperscript{44} A molecule with unfilled molecular orbital may accept electrons from the semiconductor and lead an upward band bending. Some molecules may serve as donors and lead a downward band bending.

Solution pH can alter band bending by controlling surface charge on the semiconductor and this is a feasible tool to optimize the photocatalytic reactivity. Details about this effect will be discussed in section 2.5.

2.3 The effect of crystallographic orientation on photocatalytic reactivity

2.3.1 The origin of the orientation effect

The reactivity of a photocatalyst is influenced by its surface atomic structure and its linked electronic structure. Band gaps, band edges, surface potential, and electronic conductivity are likely to vary with crystallographic orientations. Thus, different surface orientations may have different photochemical reactivities.

Figure 2-7 explains how photogenerated charge carriers are separated to different orientations. Two orientations with different band edges are represented by the red and blue curves. Owing to different degrees of band bending, the blue band edges are higher than the red band edges, providing a driving force for the separation of electrons and holes. Electrons tend to move along the red band: on the contrary, holes move along the blue edges. Photo reduction and photo oxidation will occur on a red surface and a blue surface, respectively. Hence, the overall photochemical reactivity should be enhanced because of the inhibition of charge recombination and back reactions.
2.3.2 Selected examples of orientation effect

Surface orientation has been reported to have a significant influence on the photochemical properties of Cu₂O nanoparticles. The electric conductivity has been measured on a {100}-bound cube, a {110}-bound rhombic dodecahedra and a {111}-bound octahedra with tungsten probes connected to a nanomanipulator. From the I-V curves obtained, they found that a Cu₂O octahedron is highly conductive, a cube is moderately conductive, and a rhombic dodecahedron is non-conductive. It is proposed that the anisotropic electric conductivity comes from the different degrees of band bending in the three crystallographic orientations, as shown in Figure 2-8. The {110} face has the largest band bending so that it has the biggest energy barrier when in contact with W. The {111} face has the smallest band bending as well as the smallest resistivity. This is reasonable since electronic conductivity in a solid is proportional to density of free charge carriers. While employing these Cu₂O as photocatalysts for degradation of methyl orange, the rhombic dodecahedra are highly active, the cubes are moderately active and the octahedra are less, which indicates the power of the orientation effects on photocatalysis. The large degree of band bending in the {110} faces provides a driving force to separate photogenerated electron-hole pairs.
Figure 2-8: Left: I-V curves from the \{100\}, \{110\} and \{111\} facets of Cu$_2$O crystals. Right: Band structure of Cu$_2$O for different orientations. Reproduced from ref. 49

Figure 2-9 presents a similar orientation effect observed on \(\alpha\)-Fe$_2$O$_3$.\(^{50}\) \(\alpha\)-Fe$_2$O$_3$ is a promising photocatalyst with a bandgap of 2.2 eV.\(^{51}\) Ag marker reactions were carried out on polycrystalline \(\alpha\)-Fe$_2$O$_3$ ceramic surface. They found that grains oriented within 30° of the (1\,\bar{1}02) plane were far more reactive than other orientations. Using KFM, the surface potential of highly reactive grains was determined to be more positive than other grains. Because the (1\,\bar{1}02) surface has the largest positive charge, it has greatest downward band bending and more effectively attracts electrons, leading to the highest photocathodic reactivity.

Figure 2-9: (a) Dark-field optical microscopy images of the \(\alpha\)-Fe$_2$O$_3$ surface after the photochemical reduction of Ag. (b) Orientation dependent reactivity of 547 grains plotted on the standard stereographic triangle for a hexagonal crystal. Reproduced from ref. 50

Another representative material is BiVO$_4$, which is a potential photocatalyst under visible light. Li et al. first discovered that the photo deposition of metal/metal oxides are facet selective on monoclinic BiVO$_4$ particles.\(^{52,53}\) The \{100\} facets are photo reductive while \{110\} facets are photo
oxidative. The author indicates that the different energy levels of the two orientations contributes to this spatial selectivity. More examples on the orientation effect are presented in Appendix 1.

2.3.3 Orientation dependence of photochemical reactivity on SrTiO₃

The photochemical activity of SrTiO₃ has been studied thoroughly and the orientation dependence has been observed on different kinds of SrTiO₃ crystals. In 2003, Giocondi et al. photochemically reduced silver cations from an aqueous solution on a SrTiO₃ polycrystal with surfaces bounded by {110}, {111} and {100} planes. After reaction, all highly reactive grains contained a facet inclined by about 20° from {100}. Thus, they concluded that SrTiO₃ surfaces near {100} have the highest relative photocathodic reactivity. In 2007, Giocondi et al. prepared faceted SrTiO₃ microcrystals and carried out photochemical reactions to deposit insoluble products on the surface to study the anisotropic reactivity of SrTiO₃. It is found that silver products are formed preferentially on {100} surfaces after photochemical silver reductions. The electronic band structure was used to explain the results. Based on the diagram shown in Figure 2-10(a), the band is relatively flat in [100] direction (Γ to X) compared with band in [110] direction (Γ to M) and [111] direction (Γ to R). So, higher energy is needed to excite all states in [110] direction (about 5 eV) and [111] directions (about 6 eV). Therefore, electron hole pairs with momentum in the [100] direction could be excited by lower energy light, which contributes to the higher reactivity of the {100} surface. Another indication from the band structure is when {100} surface and {110} surfaces coexist, holes are likely to migrate to {110} surface while electrons migrate to {100} surface. This is because holes will migrate to the highest points in the valance band; one such point is the M position, at {110}. Besides band structure, surface termination and chemistry vary with orientations, contributing to this anisotropic reactivity. In 2019, Pisat et al. found the similar results between {110} and {100} facets within the same grain on ceramic surfaces. A special treatment can tune SrTiO₃ polycrystals with arbitrary orientations show single crystal-like grains with a combination of {110} and {100} facets. After photochemical reactions, {100} facets appear to be uniformly photocathodic and serve as reduction sites; {110} facets appear to be photoanodic and serve as oxidation sites.

Knowing that {100} surfaces are photocathodic and {110} surfaces are photoanodic, it is possible to synthesize SrTiO₃ particulate catalysts bounded by the two facets, boosting the rate of charge
separation and overall photochemical reactivity. Dong et al. introduced a hydrothermal method to prepare shape-controlled SrTiO$_3$ polyhedral submicron crystals.$^{57}$ By using a series of surfactants, particle shape could be adjusted from isotropic facets (6-facet SrTiO$_3$) to anisotropic facets (12-facet SrTiO$_3$) with the percentage of {110} facets compared to {100} facets increasing. By means of this synthesis route, Li et al. and Huang et al. found that SrTiO$_3$ particles exposing both {100} and {110} facets show significant enhancement of photocatalytic reactivity than those only exposing {100} facets.$^{58,59}$ It is indicated that the good reactivity of anisotropic faceted SrTiO$_3$ is attributed to the charge separation between {100} facets and {110} facets. Recently, Domen et al. selectively photodeposited Rh/Cr$_2$O$_3$ and CoOOH and {100} and {110} facets of Al doped SrTiO$_3$, respectively, obtaining a quantum efficiency as high as 96% under illumination between 350 nm and 360 nm.$^{60}$

![Figure 2-10](image)

**Figure 2-10:** (a) Schematic representation of the structure of the bands closest to the Fermi level for SrTiO$_3$, reproduced from ref.$^{55}$ (b) SEM image of photo deposition of Ag on faceted SrTiO$_3$ particles. (c) SEM image of photo deposition of MnO$_2$ on faceted SrTiO$_3$ particles.
2.4 The effect of ferroelectric domains on photocatalytic reactivity

2.4.1 What is ferroelectricity

Ferroelectricity is a subclass of pyroelectricity, and pyroelectricity is a subclass of piezoelectricity. The concepts and properties of piezoelectricity, pyroelectricity and ferroelectricity are related to crystal structures. There are 32 classes of crystals (crystallographic point group) in total. Among them, 11 crystal classes are centrosymmetric, nonpolar and exhibiting no piezoelectric effect. The other 21 classes are non-centrosymmetric with one displaying no piezoelectricity and the other 20 showing piezoelectricity, from which we will observe the appearance of electric potential by applying a mechanical stress and the crystal will be polarized. Among the 20 piezoelectric classes, 10 of them are pyroelectric, exhibiting a temperature dependent spontaneous polarization. Among pyroelectric materials, if the polarization could be switched by an external electric field, it is distinguished as ferroelectric.

![Figure 2-11: Schematic illustration of the relationship among piezoelectricity, pyroelectricity and ferroelectricity.](image)

The first characteristic of a ferroelectric material is that it exhibits a spontaneous polarization in the absence of an external electric field. This polarization vector usually possesses at least two stable orientations and could be switched between those orientations by an external electric field. The polarization usually arises from the displacement of atoms, for example, the Ti and O ions in Figure 2-12(b) shifts upward compared with Figure 2-12(a). Secondly, most ferroelectric materials undergo a phase transformation from ferroelectric to paraelectric (order to disorder) from
low temperature to high temperature, where the transition temperature is defined as the Curie temperature ($T_C$). The third feature is that ferroelectric domains usually form to minimize the electrostatic energy associated with depolarization fields and the elastic energy from the mechanical stress. In PbTiO$_3$, as shown in Figure 2-12(c), 90° domain walls form to reduce both the elastic energy and electrostatic energy while 180° domain walls only reduce electrostatic energy.

![Diagram of PbTiO$_3$ crystal structures](image)

$\textbf{Figure 2-12:}$ (a) PbTiO$_3$ has a cubic structure ($Pm\overline{3}m$) in paraelectric phase. (b) PbTiO$_3$ has a tetragonal structure ($P4/mmm$) in ferroelectric phase. (c) Schematic illustration of formation of 90° domain walls and 180° domain walls in PbTiO$_3$.

2.4.2 How do ferroelectric domains contribute to photochemistry?

The internal dipolar field of ferroelectric materials creates charged surfaces and induces band bending in space charge region with magnitudes of several hundred meV or greater.$^{24,61}$ The band bending will be upward in a negative domain and downward in a positive domain. As a result, photogenerated electrons and holes tend to move in opposite directions and the two half reactions will occur on different locations on the surface.
A photochemical marker reaction is an effective method to observe this effect.\textsuperscript{62} (Details about marker reactions will be discussed in Chapter 3). By employing marker reactions, it is possible to selectively photo-deposit metals and metal oxides and identify the reaction sites for photoreduction and photooxidation, respectively.\textsuperscript{63-67} Figure 2-13 gives two examples to the ferroelectric effect. BaTiO\textsubscript{3} is a famous ferroelectric material with spontaneous polarization along the [001] orientation, which has a magnitude of 26 µC/cm\textsuperscript{2}. In Figure 2-12 (a) and (b), after photochemical marker reactions, Ag and PbO\textsubscript{2} accumulate on different locations of the surface, corresponding to the positive domains and negative domains, respectively.\textsuperscript{64} This observation indicates that the electric field within ferroelectric domains drives electrons and holes migrating in different directions, providing a potential method to reduce the rate of charge recombination. The second example is BiFeO\textsubscript{3}, a ferroelectric semiconductor photocatalyst with a band gap about 2.5 eV.\textsuperscript{68,69} Polycrystalline BiFeO\textsubscript{3} ceramics have a polarization of 6.1 µC/cm\textsuperscript{2} along <111>\textsubscript{p} direction. Figure 2-12 (c) shows a PFM phase image showing the domain polarization map. Domains with positive out-of-plane polarizations appear dark and domains with negative polarizations appear bright. The AFM image of the same location after photochemical silver reduction is shown in Figure 2-12 (d). The distribution of silver deposits is consistent with the PFM images. Silver mainly appears on positive domains, indicating that electrons and holes are moving to different locations of the surface. This spatial selectivity has been observed on other ferroelectric materials, such as PbTiO\textsubscript{3},\textsuperscript{70} LiNbO\textsubscript{3},\textsuperscript{71} Ba\textsubscript{x}Sr\textsubscript{1-x}TiO\textsubscript{3}.\textsuperscript{72}

The applications of ferroelectric materials on photocatalytic water splitting and organic dye degradation have been reported, showing enhanced reactivity. BaTiO\textsubscript{3}/TiO\textsubscript{2} core shell particles have been studied by Li\textsuperscript{73} and Song.\textsuperscript{74} Catalysts with macro-size BaTiO\textsubscript{3} cores have greater performance compared with catalysts with nano-size cores. Considering the space charge region of BaTiO\textsubscript{3} is about 162 nm,\textsuperscript{72} the potential drop induced by ferroelectric polarization within the space charge region in smaller cores was not as great as in the larger cores. Nam et al. found that the photocatalytic reactivity of ferroelectric K\textsubscript{0.5}Na\textsubscript{0.5}NbO\textsubscript{3} after poling is 7.4 times higher than unpoled ones, owing to the internal dipole field.\textsuperscript{75}

It seems that ferroelectric domains could contribute to separation of photogenerated charge carriers, however, is this always true? I will further discuss this and give a counter example in Chapter 4.
Figure 2-13: Topographic AFM images of the same location from a (001) BaTiO$_3$ single crystal surface under illumination in (a) 0.115M AgNO$_3$ solution and (b) 0.0115M Pb(Ac)$_2$ solution. Reproduced from ref.64 (c) Out of plane PFM image of a (001) BiFeO$_3$ grain. Dark contrast in the image corresponds to regions with positive polarization and bright regions correspond to a region with negative polarization. (d) Topographic AFM image of the same location after reduction of Ag. Reproduced from ref.76
2.5 The effect of pH on photocatalytic reactivity

2.5.1 Energy levels for ions in solution

The energy potential levels for ions in solution represents their tendency to accept or give electrons when approaching an electrode. The lower the potential, the more the species is likely to oxidize. For example, Na/Na\(^+\) has a standard potential of -2.7 V/NHE, meaning that Na metal is really unstable and easily loses an electron forming Na\(^+\) ions. Au/Au\(^3+\) has a standard potential of 1.5V/NHE, meaning Au metal is stable and hard to be oxidized. Immersing the metal M electrode into electrolyte containing M\(^{z+}\) ions, there will be an equilibrium reaction:

\[ M \rightleftharpoons M^{z+} + ze^- \]  

(2.15)

To measure this potential, this metal electrode is connected with a hydrogen reference electrode whose Fermi energy is defined as zero. The hydrogen reference electrode energy is considered to be very close to 4.5 eV below E\(e^*\), the energy of an electron at infinity.\(^{77}\) As shown in Figure 2-14, the voltage between the two electrodes is defined as the standard redox potential.

![Figure 2-14: Schematic of measurement of standard potential of M/M\(^{z+}\).](image)

2.5.2 Nernst equation

In a reverse process, the electrode potential depends on the activity of each red-ox species, which can be described in the Nernst equation:

\[ E = E^* - \frac{RT}{nF} \ln \left( \frac{a_{\text{Red}}}{a_{\text{ox}}} \right) \]  

(2.16)
where \( E^0 \) is the standard redox potential. \( R \) is the gas constant, 8.314\( \text{J/mol K} \). \( T \) is temperature. \( F \) is Faraday constant, 96485 \( \text{C/mol} \). \( n \) represents the stoichiometric number of electrons exchanged in the reaction. \( a_{\text{Red}} \) and \( a_{\text{Ox}} \) represents the activity of reduced species and oxidized species, respectively.

Considering the reduction of a proton, the Nernst equation can be written as:

\[
E = E^0_{H^+/H_2} + \frac{RT}{nF} \ln \left( \frac{a_{H^+}}{P_{H_2}} \right)
\]  

(2.17)

At room temperature 25 \( ^\circ \text{C} \) and unit partial pressure, the equation above will be:

\[
E_{H^+/H_2} = E^0_{H^+/H_2} - 0.059pH = -0.059pH
\]  

(2.18)

A similar approach could be applied for the oxidation of water:

\[
E_{O_2/H_2O} = E^0_{O_2/H_2O} - 0.059pH = 1.23 - 0.059pH
\]  

(2.19)

Using the above equations, one can get the Pourbaix diagram of water as shown in Figure 2-15. Molecular H\(_2\)O is stable in the gray region. Above the upper boundary, water can be oxidized into oxygen. Below the under boundary, water can be reduced to hydrogen. The boundary is a function of pH.

![Figure 2-15](image.png)

**Figure 2-15:** Pourbaix diagram of water. The shadow region corresponds to the equilibrium condition of water.
Solution pH would also affect the materials stability as materials would dissolve in strong acidic or alkali conditions. The Pourbaix diagram of SrTiO$_3$ have been computed by Raman et al. and shown in Figure 2-16. The bulk/solvent equilibrium of Sr and Ti is shown in (a) and (b), indicating that the two atoms tend to exist in Sr$^{2+}$ and TiO$_2$ at mild pH. (c) and (d) show the surface Pourbaix diagram of SrTiO$_3$ at pH 1 and pH 12. It is found that SrTiO$_3$ is overall stable in both conditions, while strontium vacancies form at highly oxidizing potentials. At high pH, the surface is more likely to be hydroxylated, and this change of surface chemistry affects the photochemical properties.

![Pourbaix diagrams](image)

**Figure 2-16**: Pourbaix diagrams for (a) Sr and (b) Ti in aqueous solution. Surface Pourbaix diagrams showing the thermodynamic stability for SrTiO$_3$ at (c) pH 1 and (d) pH 12. Taken from ref.78

### 2.5.3 pH effect on photochemistry

pH can not only adjust the potential of chemical species but also the energy levels of semiconductors. In fact, solution pH can tailor the surface charge, influence the band bending and the potential of the surface changes by $\approx 59$ mV for each unit of pH.$^{42}$ At low pH, the net charge on the surface will be positive, leading to a downward band bending in the space charge region. Holes will be repelled to the surface and the overall reaction is limited by the photoanodic reaction.
At high pH, the net charge on the surface will be negative, bending the band upward in the space charge region. Electrons will have to overcome a high energy barrier to move to the surface. The photocathodic half reaction will be the limiting factor. Because the reaction rate of overall reaction depends on the slower one of the two half reactions, the maximum reaction rate should appear at some intermediate pH. We believe this pH is related to isoelectric point (IEP), which is the point of zero zeta potential. If the photoanodic reaction is the limiting half reaction, this ideal pH should be greater than IEP to favor the oxidation reaction. If the photocathodic reaction is the limiting reaction, the suitable pH associated with maximum reactivity should be less than IEP to promote the reduction reaction. Note that IEP should not be confused with point of zero charge (PZC). PZC just describes a pH where an equal number of H\(^+\) and OH\(^-\) are adsorbed. In pure water, IEP and PZC are equal. But if there are ions other than H\(^+\) and OH\(^-\), the two points will be different.

The effect of pH on photochemistry has been studied on BaTiO\(_3\). In a simulation work on TiO\(_2\) coated BaTiO\(_3\), current density for electrons and holes changed as a function of applied voltage, as shown in Figure 2-17.\(^{78}\) In reality, the voltage can be applied by changing solution pH and the optimized pH value for the reaction is calculated to be greater than 7. In an experimental work on BaTiO\(_3\) polycrystal grains, the photochemical reactivity is low at a pH between 4 and 5 and reaches a maximum value between pH 7 and 8.\(^{79}\) This result is consistent with the simulation work.

![Figure 2-17](image.png)

**Figure 2-17:** Simulated voltage dependence of electron (\(J_e\)) and hole (\(J_h\)) current densities at the surface of a 20 nm TiO\(_2\) film on BaTiO\(_3\). \(A^*\) represents Richardson constant. \(V_{oc}\) represents open-circuit potential. Reproduced from ref.\(^{78}\)
2.6 The effect of foreign ion incorporation

2.6.1 Semiconductor doping

Doping is another commonly used method to improve photocatalyst performance. We should first distinguish doping and alloying from a materials science perspective. Doping usually means adding a small number of foreign materials to the host materials and it may not change the crystal structure significantly. Such dopants can be considered as defects such as interstitials or substitutionals. Alloying usually means adding a large number of foreign materials to form a solid solution, and this will change the material structure significantly. In this section, I will focus on doping effect and explore how a little number of dopants influence the photocatalytic reactivity.

Doping atoms with different valence into the lattice can introduce excess electrons or holes. A semiconductor that is doped with a donor impurity is called an n-type semiconductor in which donor atoms provide excess free electrons, increase the Fermi level, and improve the electric conductivity. A semiconductor that is doped with an acceptor impurity is called a p-type semiconductor, acceptor atoms provide excess free holes, lower the Fermi level, and improve the electric conductivity.

2.6.2 The effect of doping on space charge

Considering that most of oxides have intrinsic defects, the influence of dopants on charge carrier density might be complex. Here I focus on SrTiO₃, a wildly studied electroceramic, which is also the most important material in my graduate study. SrTiO₃ is generally agreed to be an intrinsic n-type semiconductor because of oxygen vacancies. There might be some background impurities acting as acceptor dopants, such as Na and K on the A-site or Fe and Al on the B-site. But the concentration of background impurities cannot overcome the oxygen vacancy concentration so that it is overall n-type. A Brouwer diagram of SrTiO₃ at 1000 °C is shown in Figure 2-18.
In the intrinsic region (low $P_{O_2}$), oxygen vacancies are the predominant ionic defects balanced by free electrons. The electroneutrality condition is:

$$n \approx 2[V_0^-] \quad (2.20)$$

In the extrinsic region (intermediate and high $P_{O_2}$), free electron density decreases, and oxygen vacancies are compensated by acceptors. Note that the strontium vacancy concentration is negligibly small at this temperature. The electroneutrality condition is:

$$[A'] \approx 2[V_0^-] \quad (2.21)$$

Note that at the point where $n = p$, the semiconductor is fully compensated. And the compensation point can be tuned by adjusting the doping concentration. For example, adding acceptor will lower the free electron concentration, moving the compensation point to the low $P_{O_2}$ region. Therefore, at an ideal doping concentration, SrTiO$_3$ will become intrinsic (semi-insulating), leading to a much longer space charge region and longer photogenerated charge carrier’s lifetime. Given the identical light penetration depth, more photogenerated charge carriers will be generated inside the space charge region, and they can be separated by the field and are less likely to recombine. This might explain why the majority of high performance SrTiO$_3$ photocatalysts that have been reported are acceptor doped, and what the optimal doping concentration might correspond to. More discussion will be given in Chapter 7, where I will compare Al with Mg and Ga as acceptor dopants for SrTiO$_3$ and discuss how they influence the photocatalytic reactivity.
2.6.3 The effect of foreign ion incorporation on optical property

By introducing foreign atoms, it is possible to create an impurity band in the forbidden gap region, and this might allow charge carriers to transit between VB/CB to the impurity band. When the doping concentration is low, this effect is very weak. But if one introduced a large quantity of impurities to the host (e.g., solid solution), this effect will influence the optical properties and narrow the band gap. In the case of metal oxides, the valance band edge is usually composed of O$_{2p}$ orbitals. The formation of a new band with a more negative level than O$_{2p}$ orbital induced by the dopants will reduce the band gap.$^8$ For example, Mn-, Ru-, Rh-, and Ir- doped SrTiO$_3$ exhibit absorption spectra with shoulders in the visible light region, corresponding to the impurity states.$^8$ Among them, Rh- SrTiO$_3$ is a photocathode that can produce hydrogen in aqueous methanol solutions under visible light irradiation.
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Chapter 3: Experimental Methods

In this chapter, I am going to present the experimental methods employed in the photochemistry studies. The sample preparation routes will be detailed introduced in the following chapters. Here, I focus on sample characterization techniques and the two approaches to evaluate the catalyst performance.

3.1 Atomic force microscopy (AFM)

Atomic force microscopy (AFM), invented in 1986, is a widely used technique for imaging the surface of samples.\(^1\) It could be applied to almost all type of samples, including metals, ceramics, polymers and composites. Besides topography, AFM can even measure other signals, such as magnetic force, adhesion force, surface potential and mechanical properties.\(^2\) AFM makes use of a sharp tip which is about 10–20 nm in diameter attached to a cantilever. The cantilever will bend under force. When the tip is close to a surface, an electrostatic force from the surface deflects the cantilever and this deflection is detected as a change in the direction of the laser reflected from the back of the cantilever.

![AFM schematic](image)

**Figure 3-1:** SEM image of an AFM silicon cantilever and tip with a length of 450 μm (left). An AFM schematic (right). Reproduced from ref.\(^3\)

AFM has two common modes. The first mode is contact mode. The AFM tip contacts the surface, and the cantilever deflection is held constant. Therefore, the force between the tip and surface will be constant as well. To maintain this constant deflection, the z-position of the tip must be changed,
and the z-position changes are recorded as topographical signal. A schematic illustration of this mode is shown in Figure 3-1. However, the mode is not suitable for soft samples, like polymer chains, since the sample might be damaged by the tip under contact mode.

The second mode is tapping mode. The AFM cantilever is vibrated above the sample surface so that the tip is in contact with the surface only intermittently. In this mode, the cantilever vibrates close to its free resonance frequency. When the tip is close to surface, the interaction between the tip and surface will affect the amplitude of the cantilever vibration. The changes in the vertical position needed to maintain constant amplitude are recorded as the topographic signals.

At present, the force sensitivity and thermal stability (drift) of AFM limit the precision of characterization. Developing ultra-stable AFM with high positional stability and high force precision will definitely help scientists study more complex surface systems. In my research, AFM is mainly used in photochemical marker reactions, which will be discussed in section 3.10. The topographic images of the sample surface will be recorded by AFM before and after the marker reactions, so that we could study the distribution of the photochemical products as well as the photochemical reactivity.

### 3.2 Piezo force microscopy (PFM)

Piezo force microscopy is an important offspring of AFM that can detect the tiny displacement of samples caused by electric field excitation. This method provides a possibility to determine the domain structure as well as the hysteresis loops of ferroelectrics and piezoelectrics. A conventional method to characterize such domain structures is optical or electrical microscopy on etched surface. PFM is obviously more convenient because the sample won’t be damaged.

The application of PFM is based on the converse piezoelectric effect. Owing to the converse piezoelectric effect, applying an oscillating electric field to a ferroelectric sample leads to a surface vibration. The polarization state can be determined by measuring the magnitude and phase of this vibration signal. In a typical PFM setup, a conductive probe is set to contact the sample with a voltage applied between the tip and the sample, and this results in a periodical displacement of the sample. The amplitude and phase of the tip displacement will be recorded by the amplifiers. For example, if the polarization vector is perpendicular to the applied electric field, the sample will
extend itself along the ferroelectric vector, providing horizontal displacements. If the polarization is parallel to the applied electric field, there will be a vertical displacement in the sample. The PFM probe tip, usually conducted in contact mode, will move along with the surface displacement and causes the cantilever to deflect. Because the deflections are different for domains with different polarizations, the contrast in this signal can be correlated to the domain structure.

Figure 3.2: Sketch of Piezo Force Microscopy set-up in scanning probe microscope. Reproduced from the application note of NT-MDT Spectrum Instruments.

In my research, PFM is used to investigate the domain structure of La$_2$Ti$_2$O$_7$. Because we assume that the photocatalytic reactivity of La$_2$Ti$_2$O$_7$ is influenced by the ferroelectric polarization, employing PFM is a straight way to determine the whether the distribution of the photochemical products is correlated to ferroelectric domains.

3.3 X-ray diffraction (XRD)

X-ray diffraction is a powerful tool to characterize the structure and purity of crystalline materials. For small samples, it could also be applied to determine sample crystallinity. X-rays are a form of light with energies ranging from about 100 eV to 10 MeV with wavelengths on the order of nanometers. This length is in the same order of the spacing between atoms in crystals. X-rays are usually produced when the electrons released by a hot cathode accelerate to a high velocity and collide with a metal target (Cu, Fe, Mo), the anode. Then the X-ray will be filtered to produce monochromatic X-rays.

The X-rays are directed at the sample at various angles, and the diffracted X-rays are collected. In crystals with periodic arrangement of atoms, the diffraction follows the Bragg Law:
2dsinθ = nλ \tag{3.1}

where n is the number of wavelengths in the path difference between diffracted X-rays. Given incident angle θ and X-ray wavelength, we can determine the d spacing between different crystal planes. If we repeat this measurement on many sets of planes, we could determine the lattice constant of the unit cell.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{image.png}
\caption{Schematic diagram of diffraction of X-rays by a crystal. Reproduced from ref.\textsuperscript{8}}
\end{figure}

In my research, XRD Is usually employed to determine the lattice parameters of doped samples. It is also useful for phase identification and sample purity examination.

### 3.4 Scanning electron microscopy (SEM)

Scanning electron microscopy is a powerful tool to explore surface structure and morphological features. Besides, it is also able to provide information on sample size, composition, crystallography, and other physical properties. It makes use of a focused electron beam to scan the sample surface and provides information of surface structure. Different from TEM, SEM has a large depth of field, which contributes to a three-dimensional appearance of the image.

The electron beam used is typically in the range of 0.1 kV to 30 kV. After emitting from the source, the beam will be modified by apertures, magnetic lenses and electromagnetic coils.\textsuperscript{9} There are two major types of scattered electrons after the beam interact with specimen: secondary electrons (SEs) and backscattered electrons (BSEs), which escape from different locations in the specimen. Secondary electrons come from inelastic scattering and are from the near surface region, with a
depth of 5-50 nm,\textsuperscript{10} corresponding to topographical signal. Backscattered electrons originate from elastic scattering with energy similar to the incident electrons, so that BSEs might come from a much deeper region, about 50-300 nm. BSEs are mainly responsible to compositional contrast. And BSEs can also help determine the orientation contrasts for domains and grains. Besides, the interaction between surface and specimen also generates characteristic X-ray, which is useful to elemental identical.

\textbf{Figure 3-4:} Structure of scanning electron microscope (SEM). Reproduced from ref.\textsuperscript{9}

In my research, SEM is mainly used to characterize the surface morphology of both polycrystalline ceramic samples and single crystal powders. After photochemical marker reactions, SEM images can be used as a supplement to determine the distribution of the photo deposits. Besides, in the work of Al:SrTiO\textsubscript{3} (Chapter 6), we are studying the effect of crystal shape on the photocatalytic reactivity, and SEM is used to determine the particle shape and size.
3.5 Electron backscatter diffraction (EBSD)

Electron backscatter diffraction (EBSD) can be performed on SEM to determine grain orientation and local texture.\textsuperscript{13} EBSD pattern is generated by backscattered electrons coming from approximately 20 nm deep in the material and collected by a phosphor screen. This pattern is based on the Kikuchi diffraction patterns obtained in a transmission electron microscope.\textsuperscript{11,12} An EBSD pattern consists of regular arrangement of bands representing the projection of crystal lattice on the screen. By analyzing the bands, we can calculate the interplanar spacing and angles and determine surface orientation accordingly.

The whole EBSD Kikuchi pattern consist of pairs of parallel lines. Each pair of bands are known as a Kikuchi band with a distinct width and correspond to a distinct crystallographic plane; the intersection of bands correspond to zone axis (pole). By indexing the poles and bands in the pattern, it is feasible to get the crystallographic orientation of the surface. In most cases, the pattern indexation can be completed in an automated fashion through commercial software, by applying a Hough transformation.

**Figure 3-5:** Schematic of the typical EBSD geometry. Reproduced from ref.\textsuperscript{13}

Before an EBSD experiment, the sample surface must be flatted and polished. The sample stage needs to be inclined at 70 degrees to increase both the contrast in the diffraction pattern and the fraction of electrons scattered from the sample. Using an electron beam, electrons backscattered by lattice will be recorded by the phosphorous screen. The phosphorous screen converts electrons
into light detected by a CCD camera. Finally, the image could be analyzed and indexed to characterize the local orientation.

In my work on La$_2$Ti$_2$O$_7$ (Chapter 4), we are going to determine the orientation effect on the reactivity. A total of 90 grains on a ceramic sample surface have been studied and EBSD was used to determine the orientation of these grains. In the work on the SrTiO$_3$ (Chapter 5), the pH effects were first determined on single crystals with orientations of (100), (110) and (111). In order to confirm these results, we prepared a polycrystal sample. Using EBSD, we find three grains that were close to (100), (110), and (111) orientations and these grains were used to study the pH effect. Note that a specific example is provided in Appendix 1 to explain how to use EBSD to study the orientation effect of photochemical reactivity.

### 3.6 Transmission electron microscope (TEM)

In Chapter 9, TEM is used to determine the structure of the special SrTiO$_3$ crystals using BaTiO$_3$ as precursor and investigate how it differs from the normal SrTiO$_3$. TEM employs a high energy electron beam thus it can provide very high-resolution image. Unlike SEM, the electron beam transmits through the sample and interacts with the mass of the sample. The beam emitted from the electron gun is first shaped by the condenser lens and the condenser aperture, focused by the objective lens, and the image is magnified and positioned by the intermediate lens and the projector lens (see Figure 3-6). TEM has two main operational modes: image mode and diffraction mode. In fact, the diffraction pattern and image are simultaneously formed in the microscope. The diffraction pattern is formed at the back focal plane by the objective lens with the electrons diffracted from the sample, and the image is generated by combining the diffracted electron beams. By adjusting the strength of the intermediate lens, we can switch which of them to show on the screen. Illustrations of the two operation modes are given in Figure 3-6. The contrast of the recorded image might arise from many properties of the sample like mass, thickness, atomic number, and crystal defects.
Figure 3-6: Schematic of the (A) diffraction mode and (B) image mode in TEM. Taken from ref. 14

TEM is very useful to characterize the structure of photocatalysts. For example, bright/dark field images can help identify the location of cocatalysts. Bright field images are formed by the direct unscattered electrons, while dark field are formed by a certain group of scattered electrons selected by the objective aperture. If we select the beam diffracted by the cocatalysts (e.g., Pt), the Pt cocatalysts will have much brighter contrast in the dark field image. Besides, diffraction patterns can help us determine the orientation of a specific crystal facet, which is very important when we study the orientation effect on photocatalysis. Note that the thickness of a good TEM specimen is usually less than 100 nm, and sometimes the catalyst particle might be too large, and the beam cannot transmit the particle. One solution is to tilt the sample and look at the particle edge.
3.7 BET surface area analysis

The BET (Brunauer, Emmett and Teller) theory is commonly used to evaluate the gas adsorption data and generate a specific surface area result in units of area per mass of sample (m²/g). The theory was developed by Stephen Brunauer, Paul Emmett and Edward Teller, which is extended from the Langmuir theory. The conventional Langmuir theory considers monolayer adsorbates, and the BET theory extends this to multilayers, which is closer to what actually happens.

Prior to the analysis, the sample should be degassed to remove any adsorbed water and other contaminations on the surface, which is very important for hydrothermally synthesized powders since there will always be a lot of residual water. The analysis is usually conducted using N₂ because of its strong interaction with most solids, and the surface area is determined by measuring how much gas is adsorbed. Because the physisorption between the solid and gas is very weak, the sample is cooled with liquid N₂ and to create a detectable adsorption level. In a typical experiment: the degassed sample is put in a test tube, known amounts of nitrogen (P/P₀) is stepwise released to the tube, achieved by creating partial vacuum, and the pressure change induced by the adsorption is monitored, through which we can get an adsorption isotherm. The isotherm is then converted to the surface area information. In my work, BET is employed to measure the surface area ratio of my powder catalysts. It is generally agreed that a higher surface area ratio provides more reaction sites and better reactivity, thus we need to consider its influence when we compare different catalysts. Note that the hydrogen rate measured by the reactor is in the form of µmol h⁻¹, which is known as the absolute rate. After normalizing it by the sample weight, we get the mass specific rate (µmol h⁻¹g⁻¹). To exclude the influence of surface area, we normalize the mass specific rate with the BET surface area ratio (m²/g) and get the surface area specific rate (µmol h⁻¹m⁻²). In Chapter 6, I will discuss the particle size effect, the interplay between surface area ratio and space charge length, and BET is the approach to compare the surface area of different sized particles.

3.8 X-ray photoelectron spectroscopy (XPS)

XPS is a type of electron spectroscopy that can detect the material surface chemistry, such as surface composition and element electronic state. The spectrum is obtained by irradiating the
material with a high energy X-ray beam, and the electrons ejected from the surface are recorded as a function of kinetic energy. Although the X-ray can penetrate into the bulk of the material, the electrons can only escape from the near surface region, the method is then highly sensitive to surface. The information depth of XPS is generally in the range of 1 to 10 nm.

![Figure 3-7: schematic of an electron ejected from a sulfur atom induced by X-ray.](image)

Figure 3-7 shows the orbitals of a sulfur atom. An electron from the 2s orbital is ejected from the atom by the incident X-ray, and its binding energy can be expressed as:

\[ E_{2s} = E_{\text{photon}} - (E_{\text{kinetic}} + \varphi) \]  

(3.2)

In this equation, photon energy and work function are known, and the kinetic energy of the emitted electron is measured by the detector. So, we could use these numbers to measure the binding energy of an atom originated from the 2s orbital. The binding energy (and the relative intensity of the spectrum peak) serves as the fingerprint of all elements (except H and He), enables us to quantify the element composition of the material. The binding energy is sensitive to the distribution of the valence electron. Considering a carbon atom bonded to a fluorine atom, the 2p electrons are attracted by the fluorine due to its high electronegativity. This will reduce the screening of the 1s electrons by the 2p electrons and increases the binding energy of the 1s electrons, which is known as chemical shift.

In Chapter 7 and Chapter 9, I will discuss the effect of the SrCl₂ flux treatment on SrTiO₃. And, XPS is applied to determine the change of surface chemistry by the flux.
3.9 UV-vis diffuse reflectance spectroscopy (UV-vis DRS)

Band gap energy is one of the most important properties of photocatalyst as it determines how much light that can be absorbed from the solar spectrum. UV-vis diffuse reflectance spectroscopy (UV-vis DRS) is the primary technique used to measure the semiconductor band gap. For liquids, we can measure the light intensity before and after the transmission through the sample and then determine how much light is absorbed. However, for solid materials, it is relatively difficult for light to penetrate the sample especially when the sample is thick or opaque. Therefore, instead of measuring its transmission, one can measure its reflection, assuming that the incident light is either reflected or absorbed. Diffuse reflection corresponds to the incident light scattered in different directions, and it is measured by a special attachment called “integrating sphere”.

The Tauc method\textsuperscript{17} describes the relationship between absorption coefficient $\alpha$ and band gap energy:

\[
(\alpha \cdot h\nu)^{\gamma} = B(h\nu - E_g)
\]

The factor $\gamma$ is 0.5 or 2 for direct semiconductor and indirect semiconductor, respectively. $B$ is a constant. Since we cannot directly measure the absorption coefficient, we can use the Kubelka-Munk function instead.\textsuperscript{18} The equation is written as:

\[
F(R_\infty) = \frac{(1 - R_\infty)^2}{2R_\infty}
\]

Where $R_\infty$ represents the reflectance of an infinitely thick specimen. We could put $F(R_\infty)$ in the Tauc equation:

\[
(F(R_\infty) \cdot h\nu)^{\frac{1}{\gamma}} = B(h\nu - E_g)
\]

After plotting $(F(R_\infty) \cdot h\nu)^{\frac{1}{\gamma}}$ as a function of energy, the band gap energy is determined by extrapolating the linear region of the plot to the x-axis.\textsuperscript{19}
3.10 Photochemical marker reaction

Photochemical marker reactions are effective to study the photocatalytic properties of materials and are really helpful to determine reaction sites for photoreduction and photo-oxidation. It usually makes use of half reactions with a series of metal salts as electron/hole scavengers. After reaction, insoluble products will deposit on the surface that can be characterized by SEM or AFM.\textsuperscript{20–22}

In a typical setup, as shown in Figure 3-8, the sample is placed on a substrate. Next, an O ring is placed on the top of the sample, containing selected metal salt solution. A quartz cover is used to seal the solution without bubbles. The sample will be illuminated, then rinsed in deionized water and dried by a stream of nitrogen. Intensity of illumination and the distance between lamp and the surface can be adjusted. Note that the sample surface must be well polished for a satisfactory microscope image. By observing the distribution of metal deposits, we could determine whether a location on the surface is more photocathodic or photoanodic. By measuring the volume/height of the deposits, one can estimate the relative reactivity of the sample. After one experiment, the sample will be cleaned by a cotton swipe and ultrasonically washed in methanol and acetone. Before running a second experiment, SEM is used to determine whether most of the deposits have been removed.

\textbf{Figure 3-8:} Schematic illustration of a typical setup for a marker reaction.
To study photocathodic reactivity, AgNO$_3$ is the most commonly used salt. The whole reaction will be:

$$4Ag^+ + 4e^- = 4Ag$$  \hspace{1cm} (3.6)
$$2H_2O + 4h^+ = O_2 + 4H^+$$  \hspace{1cm} (3.7)

In order to study photoanodic reactivity, Pb(CH$_3$COO)$_2$ or MnSO$_4$ are usually selected. The corresponding reactions will be:

$$Pb^{2+} + 2h^+ + 2H_2O = PbO_2 + 4H^+$$  \hspace{1cm} (3.8)
$$Mn^{2+} + 2h^+ + 2H_2O = MnO_2 + 4H^+$$  \hspace{1cm} (3.9)
$$2H^+ + 2e^- = H_2$$  \hspace{1cm} (3.10)

Note that to get a satisfactory experimental result, one needs to find a suitable salt concentration as well as illumination condition. If the concentration is too low or the illumination is not strong enough, there will be few deposits on surface and it will be difficult to analyze them. If the solution concentration is too high, the surface will be overreacted, and we cannot determine the distribution of products. Figure 3-9 presents the surface morphology of two catalysts after photochemical marker reactions under microscope.

**Figure 3-9:** (a) SEM image of surface of $\gamma$-WO$_3$ after photooxidation of Mn$^{2+}$. Adapted from ref.\textsuperscript{23} (b) Topographic AFM image of (Bi$_{1-0.5x}$Na$_{0.5x}$)(V$_{1-x}$Mo$_x$)O$_4$ (x=0.05) surface after Ag$^+$ reduction. Adapted from ref.\textsuperscript{24}
3.11 Parallelized and automated photochemical reactor (PAPCR)

A conventional method to measure the efficiency of photocatalytic water splitting is based on gas chromatography. This method is highly accurate, and one could measure the evolution of other types of gas, such as oxygen. Considering the limit of time and manpower, it is impossible to study a large amount of catalysts in a short time period by this method. Fortunately, the parallelized and automated photochemical reactor (PAPCR), a new type of photoreactor developed by Bernhard’s lab, provides a route to a high-throughput screening of a large number of photocatalysts.25

The reactor consists of 108 1 ml glass shell vials whose headspace is covered by a film of H\textsubscript{2} detection tape (DetecTape, Midsun Specialty Products). Suspensions of particulate catalysts and solution will be added into these small volume vials so that 108 samples can be studied in one experiment. Two 100 W LED chips are placed in the bottom of reactor providing illumination for the reaction. A camera is fixed on the top, taking pictures of the H\textsubscript{2} detection tape every several minutes. The color of the tape will change from light to dark when exposed H\textsubscript{2}.25 The relationship between tape darkness and local H\textsubscript{2} concentration has been calibrated. In this way, we may calculate the amount of H\textsubscript{2} generated at each time step, as well as the reaction rate, for each of the 108 vials.

Figure 3-10 shows a typical result from an experiment using PAPCR. Fig. 3-10 (a) is the image of the hydrogen tape before the reaction. Each circle corresponds to a vial. There are three stripes of tapes on the top of the vials and the two horizontal lines correspond to the edges of the tapes. After an experiment of 18 h, the color of the tapes changed, as shown in Fig. 3-10 (b). The darker the color, the higher the concentration of H\textsubscript{2} is of the headspace. Because the camera takes an image every six minutes, we have a total of 180 images. For each image, the hydrogen production is calculated for each vial using the relationship determined in the calibration experiment. The hydrogen productions from each vial as a function of reaction time for each vial are shown in Fig. 3-10 (c). The ranges of the x-axis and y-axis are (0 to 18 h) and (0 to 35 µmol). The three labels on the y-axis are 4 µmol, 8 µmol and 12 µmol. The data in Fig. 3-10 (c) is consistent with our direct observation of on Fig. 3-10 (b). To process the data, these curves are fitted with a logarithmic model because the rate of back reactions increase with the pressure in the head space.
The maximum slope of the logarithmic fitted curve is used as the generation rate. A detailed illustration of the reactor setup, calibration and operation is provided in Appendix 4.

Figure 3-10: Image of H₂ detect film is shown in (a) before reaction and (b) after an experiment of 18 h. (c) The amount of H₂ evolved (µmol) versus time (h) for each vial has been calculated and shown.

3.12 References


Chapter 4: Influence of Orientation and Ferroelectric Domains on the Photochemical Reactivity of La$_2$Ti$_2$O$_7$

Previous studies indicate that the distribution of photogenerated charge carriers on the surface is influenced by the ferroelectric polarization. However, is this always true? In this chapter, I am going to introduce a counter example. La$_2$Ti$_2$O$_7$ is a ferroelectric material, and it also has a strongly anisotropic structure. In this study, complex domain structures were observed within the grains, but they appeared to have no effect on the photocathodic reduction of silver, in contrast to previous observations on other ferroelectrics. La$_2$Ti$_2$O$_7$ is an example of a ferroelectric oxide in which the crystal orientation has a greater influence on the photochemical reactivity than polarization from the internal domain structure.

4.1 Introduction

Metal oxide semiconductors can be used to split water$^{1,2}$ and degrade organic pollutants$^{3,4}$. Hydrogen derived from water splitting could be used as a fuel that would not increase the concentration of atmospheric CO$_2$. Since the discovery that water could be split using a TiO$_2$ photoanode and a Pt cathode,$^5$ many other metal oxides have been shown to be able to split water.$^6,7$ However, none of the materials studied so far are able to produce hydrogen at rates that make it economically competitive with producing hydrogen by the conventional steam reforming of methane.$^8$ This has motivated studies of reaction mechanisms and sources of efficiency losses with the hope that improved catalysts can be developed.$^9$

One line of inquiry has been directed at determining the orientation dependence of the photochemical reactivity with the goal of designing ideal particle shapes that maximize reactivity. For example, the orientation dependence of the reactivity has been determined for rutile$^{10}$ and anatase$^{11}$ TiO$_2$, BiVO$_4$,$^{12,13}$ Fe$_2$O$_3$,$^{14}$ CaTiO$_3$,$^{15}$ and SrTiO$_3$.$^{16-18}$ There are two main findings from these studies. The first is that surfaces with different crystallographic orientations can have very different reactivities. The second is that some orientations are (relatively) more photocathodic and others are more photoanodic. This provides a mechanism for charge carrier separation, making it possible to localize the reduction reaction on one surface and the oxidation reaction on another. This is thought to reduce recombination and lead to improved efficiency.$^{19}$
A second line of inquiry has been to use the positively and negatively charged domains of ferroelectrics to spatially separate the oxidation and reduction reactions and therefore improve efficiency. For example, domain selective oxidation and reduction reactions have been reported on Pb(Zr,Ti)O$_3$, BaTiO$_3$, and BiFeO$_3$ surfaces. Considering these two lines of inquiry, the question arises: how do the influence of crystal orientation and the presence of ferroelectric domains interact to influence reactivity? Previously, we have examined the combined influence of orientation and charged ferroelastic (rather than ferroelectric) domains, and found that orientation was the more important parameter. We have also examined the combined influence of orientation and charged surface terminations and also found that orientation was the more important parameter. However, the combined effects of ferroelectric polarization and orientation have not been explored in detail. Studies of BaTiO$_3$ and BiFeO$_3$ suggested that orientation is less important than the domain structure, but these studies were based on a relatively small number of observations.

Here we study the combined influence of ferroelectric domains and crystal orientation in La$_2$Ti$_2$O$_7$, a ferroelectric with the (110)$_p$ layered perovskite structure. Throughout this chapter, directions in the layered perovskite structure will be denoted with a subscript "p". The crystal structure, illustrated in Figure 4-1, has layers along [001] within which TiO$_6$ octahedra share corners along [100] and [011], as in the perovskite structure. Materials with this structure have the distinction of having very high Curie temperatures ($T_C$), which make them candidate materials for applications as high temperature piezoelectrics. Examples include, La$_2$Ti$_2$O$_7$ ($T_C \sim 1500$ °C), Sr$_2$Nb$_2$O$_7$ ($T_C \sim 1330$ °C), and Pr$_2$Ti$_2$O$_7$ ($T_C \sim 1750$ °C). Sr$_2$Nb$_2$O$_7$ and La$_2$Ti$_2$O$_7$ have been reported to split water under ultraviolet (UV) illumination. Consistent with this observation, La$_2$Ti$_2$O$_7$ has a band gap of 3.2-3.8 eV and band edge positions suitable to for the photocathodic reduction and photoanodic oxidation of H$_2$O. La$_2$Ti$_2$O$_7$ has a monoclinic structure with space group P2$_1$ (a = 7.811 Å, b = 5.547 Å, c = 13.019 Å, $\beta = 98.28^\circ$) and its ferroelectric polarization is along the [010] axis.

Following the observation that La$_2$Ti$_2$O$_7$ could split water, efforts have been made to modify its photochemical properties through doping and the formation of heterostructures. For example, Nashim et al. have fabricated an n-La$_2$Ti$_2$O$_7$/p-LaCrO$_3$ heterostructure with an enhanced photoactivity. La$_2$Ti$_2$O$_7$/In$_2$O$_3$ heterojunction nanocomposites synthesized by Hu et al. had an
improved rate of hydrogen generation compared to the individual materials. Meng et al.\textsuperscript{39} doped La\textsubscript{2}Ti\textsubscript{2}O\textsubscript{7} nanosheets with nitrogen and narrowed the band gap, extending the light absorption into visible light (~ 495 nm). Hwang et al.\textsuperscript{33} investigated the effect of Cr and Fe doping and produced hydrogen in the presence of methanol using visible light irradiation (~ 420 nm).

**Figure 4-1:** Crystal structure of La\textsubscript{2}Ti\textsubscript{2}O\textsubscript{7} with TiO\textsubscript{6} octahedra shown. The polarization direction is along [010] axis.

The purpose of this chapter is to describe the relative importance of crystal orientation and ferroelectric domain orientation on the photochemical properties of La\textsubscript{2}Ti\textsubscript{2}O\textsubscript{7}. The polarization of the ferroelectric domains in La\textsubscript{2}Ti\textsubscript{2}O\textsubscript{7} (5 \(\mu\)C/cm\textsuperscript{2})\textsuperscript{36,40} is similar to that of BiFeO\textsubscript{3} (6 \(\mu\)C/cm\textsuperscript{2}), so one might assume that would behave similarly. On the other hand, the (110)\textsubscript{p} layered perovskite structure of La\textsubscript{2}Ti\textsubscript{2}O\textsubscript{7} is much more anisotropic than BiFeO\textsubscript{3}, so the orientation is also likely to influence reactivity. To quantify these effects, we have produced dense polycrystalline La\textsubscript{2}Ti\textsubscript{2}O\textsubscript{7} ceramics and measured grain orientations by electron backscatter diffraction (EBSD). The domain structure in the grains was also measured by piezo-force microscopy (PFM). After performing a photochemical marker reaction that leaves insoluble silver at the reaction\textsuperscript{10,41} it is possible to compare the patterns of reaction products to the grain orientation and domain structure. It has been found that the patterns of photochemically reduced silver are not correlated to the domain structure, but are correlated to the crystal orientation.
4.2 Experimental Methods

Sample preparation. La$_2$Ti$_2$O$_7$ powder was synthesized using a molten salt method. Reagent-grade La$_2$O$_3$ (99.99%, Alfa Aesar) and TiO$_2$ (99.9%, CERAC) were mixed with a 1:2 ratio in deionized water. A salt with 50 mol% NaCl (Fisher) and 50 mol% KCl (Alfa Aesar) was then added to the mixture, constituting 50 wt% of the total reaction mixture. Then the mixture was ball-milled overnight in a plastic bottle with yttria stabilized zirconia as the grinding media. After ball milling, the mixture was dried in air at 80 °C and then heated to 1150 °C for 6 h in air in an alumina crucible. The cooled mass was washed with deionized water until the Powder X-ray diffraction (XRD) pattern showed that it was single phase La$_2$Ti$_2$O$_7$ (see Figure 4-2).

![Figure 4-2: Black line corresponds to the XRD pattern of the La$_2$Ti$_2$O$_7$ powder synthesized with molten salt method in this work. Red line corresponds to a calculated pattern of the La$_2$Ti$_2$O$_7$. (ICSD IDs: 5416 1950)](image)

Polycrystalline ceramics were prepared from the La$_2$Ti$_2$O$_7$ powder. Disk-shaped samples were formed by pressing the powders in a die, with a few drops of PVA as binder, using 130 MPa of pressure from a hydraulic press. The resulting disks had a diameter of 1 cm and a thickness of 3 mm. The samples were then put in an alumina crucible with some excess powder to ensure that the pellet did not contact the crucible. The samples were calcined at 900 °C for 8 h, sintered at
1350 °C for 10 h, and coarsened at 1550 °C for 3 h. A flat surface was achieved by grinding with 600, 800, and 1200 grit silicon carbide abrasive papers (Buehler), and polishing with a series of diamond suspensions (Buehler) with a final suspension of 0.05 µm. The polished samples were then annealed at 1300 °C for 6 h to repair polishing damage and thermally etch the grain boundaries. After annealing, the microstructure consisted of randomly oriented plate-shaped grains with apparent grain diameters in the two-dimensional section plane ranging from 2 to 50 µm. The large range of apparent grain sizes arises from differently oriented sections through the anisotropically shaped grains. Finally, XRD was used to verify that the sample remained single phase La$_2$Ti$_2$O$_7$.

**Characterization.** EBSD was used to measure the orientations of the crystals at the surface of the La$_2$Ti$_2$O$_7$ ceramic with a FEI Quanta 200 scanning electron microscope (SEM) operated in low vacuum mode. EBSD patterns were recorded with a step size of ~ 0.5 µm and indexed by the TSL orientation imaging microscopy (OIM) software using the P2$_1$ monoclinic Pr$_2$Ti$_2$O$_7$ structure as a reference, but with the lattice parameter adjusted to La$_2$Ti$_2$O$_7$ ($a = 7.8114$ Å, $b = 5.5474$ Å, $c = 13.0185$ Å, $\beta = 98.719^\circ$). The data was then processed in OIM Analysis Software. A grain dilation clean-up was applied using a 5° tolerance angle, a 10-pixel minimum grain size and a multiple row requirement. All of the orientations segmented to be part of a single grain were then used to determine a single average orientation for each grain.

A NT-MDT Solver NEXT atomic force microscope (AFM) was used to record topographic and PFM images. Images were formed using conductive probes with a Pt/Ir coating from Nanoworld (ARROW-EFM). An AC bias of 4 V with a frequency of approximately 350 kHz was used where the first contact resonance was observed. Because of the sample’s low electronic conductivity, it had to be thinned to less than 1.5 mm in thickness and copper contacts had to be applied to the top and bottom of the sample. The sample was cleaned with acetone before and after the PFM measurements. The samples were then used to reduce Ag$^+$ with photochemical marker reactions. An O-ring was placed on the top of the sample, and a few drops of 0.115 M AgNO$_3$ (Acros) aqueous solution were added to fill the O-ring, and a quartz slip was placed on the top to seal the liquid. The sample was then illuminated by a mercury lamp (Newport) operated at 150 W for 20 min. After illumination, the sample was rinsed in DI water and dried with a stream from an airduster (Miller-Stephenson). The locations of silver deposits were determined using an FEI Quanta 200 SEM with a 20 kV beam with a spot size of 4. Before any subsequent reaction, the sample
was wiped with cotton swabs and ultrasonically cleaned in methanol and acetone. SEM was used to make sure the silver deposits on the surfaces had been removed. It was not always possible to remove all of the silver that accumulated at the bottoms of pores or grain boundary grooves; data from these regions were not interpreted and did not influence the results.

4.3 Results

Figure 4-3(a) shows a SEM image of the surface after the photodeposition of silver. For comparison, an EBSD orientation map of the same region is shown in Figure 4-3(b). To make it easier to find the same grains in the two images, six grains are surrounded by thick white lines. Note that in this two-dimensional section, some grains are elongated while others are more equiaxed. This results from the fact that the grains are relatively plate-shaped, with large (001) faces; sections parallel to (001) appear more equiaxed (red colored grains in Figure 4-3(b)) and perpendicular sections appear elongated. Also, within some grains, two distinct colors appear that correspond to two different orientations. Because the local structure within the a-b planes is similar to perovskite, the [100] and [010] directions are sometimes incorrectly assigned by the indexing software. In these cases, we assumed the majority assignment was correct. The OIM Analysis Software assigns a 'confidence index' (CI) to each grain orientation and it was assumed that the orientations of grains with a CI ≥ 0.1 are correct.
Figure 4-3: (a) SE image after silver reduction. (b) Orientation map of the same area with a color key at bottom left. The field of view is about 50 µm × 60 µm. Six grains have been outlined to illustrate the correspondence between the two images.

The SEM image in Figure 4-3(a) does not have sufficient resolution to determine the amount of reduced silver. To illustrate this, the image in Figure 4-4 shows a higher resolution image of the region around the large [001] oriented (red) grain in the upper left-hand quadrant of Figure 4-3 (this grain is labeled with an asterisk). High densities of small particles of reduced silver, especially at steps, that are invisible in Figure 4-3(a) are clearly imaged in Figure 4-4 (a). Fig. 4-4(b) show that SEM image of the same grain with a higher magnification. It is found that silver particles prefer to accumulate on terraces but near the step edges. Note that when Fig. 4-4 (b) was captured, the sample has been kept for years so that the reactivity reduced significantly under the same experiment condition.

Figure 4-4: (a) A higher resolution SEM image after reaction for the large grain labeled “H” at left top of Figure 4-3(a), which is “near red” (near (001)) in Figure 4-3(b). (b) SEM images of the same grain after reaction with a larger magnification. The sample has been kept for years so that the reactivity reduced.

To quantitatively determine the amount of silver on each grain, the number of silver deposits were counted on high resolution images (see Figure 4-5) using the linear intercept method; several test lines are plotted on each grain and we count the number of deposits intercepted by each line. The average number of intercepts from all lines on a single grain is taken as the number of deposits on each grain. The data was then discretized into two categories: low reactivity (average deposits <
5) or high reactivity (average deposits > 5). Grains with high reactivity usually have a relatively dense uniform coverage of silver deposits. Grains with low reactivity usually have an inhomogeneous silver coverage with a few large deposits on part of the surface. While the reason for this difference is not known, one might speculate that the many particles on the high reactivity grains have limited growth because they compete for silver cations in the vicinity. Examples of high and low reactivity grains are shown in Figure 4-5. Note that the orientation determined by EBSD is the average grain orientation with respect to the macroscopic surface orientation. The surfaces of the grains are actually curved, so the local orientation is not always the same as the macroscopic grain orientation and this accounts for the local variations in the amount of silver. The rationale for discretizing the results into only two categories is to avoid some of the uncertainties associated with orientation measurement and local surface curvature.

![Figure 4-5](image.png)

**Figure 4-5:** SEM images of La$_2$Ti$_2$O$_7$ surfaces after the photochemical reduction of silver. High-reactivity grains are labeled with "H" while low-reactivity grains are labeled with "L".

To determine the orientation dependence of silver reduction, the numbers of silver deposits were measured on about 90 grains. Figure 4-6 summarize the results, where the orientations of the high and low reactivity grain are plotted in Figures 4-6(a) and 4-6(b), respectively. High-reactivity grains appear to be clustered near (001), and the number of these grains decreases with inclination from (001). The low reactivity grains have an approximately opposite distribution. There are no low reactivity grains within 30° of (001), and an increasing number of them are found further from the (001) orientation. Note that [010] is the polar axis and there is no evidence that this is a high-reactivity orientation.
The distributions of high and low reactivity orientations in Figure 4-6 suggest that the results can be discriminated by a single variable, the inclination from the (001) orientation. This is similar to the method used by Munprom et al. \(^{13}\) to understand the results from monoclinic BiVO\(_4\). Here, the angles of inclination of the grains from (001) are classified in bins that are 10° wide. By analyzing a large number of randomly generated orientations, we can determine the fraction of observations that should be found in each bin, if the grains were randomly oriented. The fraction of the observations found in each bin, divided by the fraction expected in a random distribution, quantifies the population in units of multiples of a random distribution (MRD), as illustrated in Figure 4-7. The data for this calculation are shown in Table 4-1. These results clearly show low reactivity orientations occur at a frequency greater than random for grains inclined by more than 60° from (001). Similarly, high reactivity orientations occur with a greater than random frequency within 30° of (001) and no low reactivity grains are found in this orientation domain. Note that correlating the relative reactivity to a single orientation parameter (the inclination from (001)) ameliorates problems stemming from the difficulty of distinguishing the [100] and [010] axes from the EBSD patterns.

**Figure 4-6**: Orientations of La\(_2\)Ti\(_2\)O\(_7\) grains with high reactivity and low reactivity are labeled in (a) and (b), respectively. Each point corresponds to a grain and the points are plotted in the standard stereographic projection for monoclinic crystals.
Figure 4-7: The orientation distribution of grains with high reactivity (red circles) and low reactivity (blue squares) for the photochemical reduction of silver. The units are multiples of a random distribution (MRD).

Table 4-1: Details of population analysis in Fig. 4-7.

<table>
<thead>
<tr>
<th>Inclination</th>
<th>Total Grains (#)</th>
<th>Random Population</th>
<th>High Reactivity (#)</th>
<th>High Reactivity (MRD)</th>
<th>Low Reactivity (#)</th>
<th>Low Reactivity (MRD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0°~10°</td>
<td>2</td>
<td>0.015298</td>
<td>2</td>
<td>2.66808</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10°~20°</td>
<td>5</td>
<td>0.044812</td>
<td>5</td>
<td>2.27707</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>20°~30°</td>
<td>6</td>
<td>0.073812</td>
<td>6</td>
<td>1.65893</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>30°~40°</td>
<td>8</td>
<td>0.10015</td>
<td>7</td>
<td>1.42643</td>
<td>1</td>
<td>0.23221</td>
</tr>
<tr>
<td>40°~50°</td>
<td>13</td>
<td>0.12384</td>
<td>8</td>
<td>1.31835</td>
<td>5</td>
<td>0.93895</td>
</tr>
<tr>
<td>50°~60°</td>
<td>10</td>
<td>0.14309</td>
<td>7</td>
<td>0.99837</td>
<td>3</td>
<td>0.48758</td>
</tr>
<tr>
<td>60°~70°</td>
<td>21</td>
<td>0.15710</td>
<td>10</td>
<td>1.29906</td>
<td>11</td>
<td>1.62835</td>
</tr>
<tr>
<td>70°~80°</td>
<td>10</td>
<td>0.16841</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>1.3809</td>
</tr>
<tr>
<td>80°~90+°</td>
<td>17</td>
<td>0.17349</td>
<td>4</td>
<td>0.47053</td>
<td>13</td>
<td>1.74261</td>
</tr>
</tbody>
</table>

To investigate whether ferroelectric domains influenced local reactivity, PFM was used to image grains whose orientation and relative reactivity were already measured. Out-of-plane PFM amplitude and phase images from the same grain are shown in Figure 4-8(a) and (b), respectively. The amplitude image in Figure 4-8(a) shows clear bright / dark contrast, indicative of domains with complex shapes. The PFM phase image in Figure 4-8(b) shows strong white/black contrast on the two sides of the boundary, indicating that this is a 180° domain boundary, consistent with our expectation for La$_2$Ti$_2$O$_7$ that domains that have polarization vectors of identical strength and opposite directions along [0±110]. This particular grain was oriented 30.1° from the polar [010] axis. While this is not very close to the polar axis, our previous work indicates that there should
still be a measurable polarization (though lower than along the polar axis) normal to the surface, consistent with the PFM observations. The meandering structure of the domain wall is similar to that observed in single crystals, even though the feature size is smaller in the grains of the polycrystal. The domains observed in La$_2$Ti$_2$O$_7$ thin films are usually smaller than 1 µm and do not have the same meandering structure.

Figure 4-8: A La$_2$Ti$_2$O$_7$ grain imaged with different modalities. (a) a PFM out-of-plane amplitude image. (b) a PFM out-of-plane phase image. A meandering black line in (a), marked by the arrow, corresponds to a change from light to dark contrast in the phase image. The dark (light) contrast corresponds to regions with -180° (0°) phase shift. (c & d) SEM images of the grain before (c) and after (d) photochemical silver reduction.

SEM images of the same grain shown in PFM images are shown in Figure 4-8(c) and (d), before and after photochemical silver reduction, respectively. The brightest contrast in Figure 4-8(d) corresponds to silver deposits. The silver deposition is non-uniform; in this case it accumulates mainly on the central part of the grain and in the grain boundary grooves (silver in the grooved regions is not counted). Note that the grain surface is curved because of the grain boundary grooves. The central part is flat and has the macroscopic orientation measured by EBSD, while the periphery slopes downward at an angle of approximately 10°. In other words, the periphery of the grain has a different surface orientation and, therefore, a different reactivity. More importantly,
the patterns of deposited Ag in Figure 4-8(d) do not correlate with the patterns of PFM contrast. Figure 4-9 shows images of a grain (running from top left to bottom right through the center of all images) whose orientation is inclined by about 48° from the polar [010] axis. Figures 4-9(a) and 4-9(b) are SE images showing the surface before and after the photochemical reduction of silver, respectively. Figures 4-9(c) and 4-9(d) are PFM out-of-plane images, respectively of the amplitude and phase, of the same grain. Similar to the results shown in Figure 4-8, silver did not deposit uniformly and there is no correlation between silver pattern and PFM pattern. Note that there is an artifact in the PFM image where the complex shape of the domain is repeated; this results from the sloped surface, which sometimes causes the image to be formed from different areas of the tip. Ferroelectric domains in this ceramic sample have sizes as large as several micrometers. The absence of a correlation between the deposited silver and PFM contrast contradicts prior studies of ferroelectrics including BaTiO$_3$, Pb(Zr,Ti)O$_3$, and BiFeO$_3$, in which domain selective reactivity was routinely observed.

**Figure 4-9:** (a) an SEM image before reaction. (b) an SEM image of the same grain after silver reduction. (c) a PFM out-of-plane amplitude image of the same grain. (d) a PFM out-of-plane phase image of the same grain. Darker regions correspond to domains with positive polarizations, and brighter regions correspond to domains with negative polarizations. Arrows in (c) and (d) mark artifacts caused by a tip issue (see text).
Figures 4-10(a) and 4-10(b) show an example of the reactivity and domain structure of a grain that is closer to the (010) orientation. In this case, the grain normal is inclined by 17.6° from the polar axis. Positive domains, which have bright contrast, are marked with a "+" and negative domains, which have dark contrast, are marked with a "-". In contrast with the surrounding grains, the grain near (010) reduces a very small amount of silver (see Figure 4-10(a)), regardless of which domain is considered. Therefore, the domain structure has no observable influence on the reduction of silver (or absence thereof).

![Figure 4-10: (a) SE image of a surface after photochemical silver reduction. The surface orientation of the grain in the middle is 17.6° from (010). (b) PFM out-of-plane image of the same area on sample. Positive domains are labeled with "+" while negative domains are labeled with "-".](image)

4.4 Discussion

The La$_2$Ti$_2$O$_7$ structure is anisotropic, being made up of two-dimensional slabs of the perovskite structure (with four LaTiO$_3$ perovskite layers) truncated along the [110] cubic perovskite direction (referred to as [110]$_p$). These slabs are layered parallel to the La$_2$Ti$_2$O$_7$ (001) planes, with excess oxygen (O$_2$) in the interlayer space between the slabs (and a concomitant relaxation of La into the region between the slabs). Hwang et al.$^{46}$ and Bruyer et al.$^{47}$ have calculated the electronic structure of La$_2$Ti$_2$O$_7$ and found that it has a direct band gap. Because materials that have direct band gaps absorb light efficiently, they suggested that this is one of the reasons it is a good water splitting catalyst. Hwang et al.$^{46}$ also suggested that the photocatalytic properties benefitted from the energetic separation of the empty Ti 3d levels, near the conduction band edge, from the empty La 4f levels, which might act as trap states.
Takata et al.\textsuperscript{48} suggested that it was the layer structure that was responsible for the remarkable photocatalytic properties of \( \text{La}_2\text{Ti}_2\text{O}_7 \). Specifically, they suggested that the layers between the \([110]_p\) oriented slabs provided additional active sites for the oxidation of water. If this were so, one would expect the orientations perpendicular to the \([001]\) direction to appear active for oxidation. While we did not study the oxidation half of the reaction, we do know that these orientations are not active for reduction. When we compare the current results to the orientation dependent reactivity of other titanates with the perovskite and perovskite-related structures, there is little similarity, suggesting that the anisotropic layered structure influences the properties more than the local structural similarities with the perovskite structure. For example, to a first approximation, the \((001)\) surface is structurally comparable to the \((110)_p\) surface (the similarity depends specifically on which chemical plane is chosen). The results here show that for \( \text{La}_2\text{Ti}_2\text{O}_7 \), the photocathodic reaction occurs preferentially on the \((001)\) surface, but in the perovskites \( \text{BaTiO}_3 \), \( \text{SrTiO}_3 \), and \( \text{CaTiO}_3 \), the comparable \((110)_p\) orientation has the lowest photocathodic reactivity. The atomic structure of \( \text{La}_2\text{Ti}_2\text{O}_7 \) surfaces has not, to our knowledge, been studied. The present study found that the surfaces are not faceted. However, for surfaces orientated near \((001)\), steps were observed and this is consistent with previous studies.\textsuperscript{49,50}

Calculations of the band structure reported by Bruyer et al.\textsuperscript{47} indicate that the layered structure leads to significant differences in the band edge positions perpendicular and parallel to the layers. Specifically, they show that the conduction band edge in the \([001]\) direction is about 0.3 eV lower in energy than the conduction band energy in the \([010]\) direction (and the band gap differs by a similar amount). A schematic energy level diagram, illustrating the relative energies of the band edges perpendicular to the \((001)\) and \((010)\) planes, in the flat band condition, is illustrated in Figure 4-11. Based on this energy difference, there is a thermodynamic driving force for electrons, which promote the photocathodic reaction, to migrate toward the \((001)\) surface; this is consistent with the observation that the \((001)\) surface has the maximum photocathodic reactivity.
One aspect of the findings that is surprising is that the reactivity appears to be unaffected by the presence of ferroelectric domains, unlike nearly all of the previous ferroelectric compounds studied. One exception is that a previous study of Sr₂Nb₂O₇ (which is isostructural with La₂Ti₂O₇): it also showed no clear evidence for spatially selective reactivity arising from ferroelectric domains. However, that study was not conclusive because it was not possible to image domains to verify their existence and shape. Here, we can visualize the structure of the domains and see that silver is not deposited in patterns related to the domain structure. The most likely reason for this is that the surface band bending originating from the surface charge of the ferroelectric domains is not large enough to overcome the intrinsic difference in the band edge positions at different surfaces. Based on the 0.3 eV difference in the band edge positions calculated by Bruyer et al., the ferroelectric domains on the (010) surface would have to bend the conduction band downward from its flat band position by at least this amount before the (010) surface could compete with the (001) surface for electrons. In comparison, the energy of the conduction band in the rhombohedral phase of BiFeO₃, which does show domain specific reactivity and has a similar ferroelectric polarization to La₂Ti₂O₇, does not depend as strongly on orientation. In other words, it is plausible that the more isotropic electronic structure of BiFeO₃ makes it possible to observe domain selective reduction of Ag while the anisotropic electronic structure of La₂Ti₂O₇ overwhelms the effects of the domains.

On the other hand, it is also plausible that a difference in the band edge positions of 0.3 eV could be overcome by band bending arising from the domain polarization. Apostol et al. used XPS to

**Figure 4-11:** Schematic energy level diagram at the La₂Ti₂O₇/solution interface for a (001) oriented grain (left) and a (010) oriented grain (right), assuming the flat band condition. The energy scale is in Volts. Eᵥ, Eₐ, and Eₐ are the valence band edge, the Fermi level, and the conduction band edge, respectively.
determine a binding energy shift of about 1 eV between the positive and negative domains on Pb(Zr,Ti)O₃ surfaces and Höfer et al.⁵⁵ used photoemission electron microscopy to determine an energy difference of 1.3 V between the positive and negative domains on BaTiO₃ surfaces. However, these measurements were in vacuum and screening in an aqueous solution by the chemisorption of water (the conditions of our experiments) is expected to significantly reduce these values. For example, in the ambient atmosphere, Morris et al.⁵⁶ measured the band bending in BaTiO₃ to be in the range of 0.3-0.5 eV during illumination. Furthermore, some amount of this band bending would occur on the neutral surface and the fraction that stems from the ferroelectric polarization is not known. The exact amount of band bending on La₂Ti₂O₇ will depend on the orientation, the surface composition, and the reaction environment. Although accurate information about the band edge positions is currently unavailable, the observations are consistent with the idea that the anisotropy of the electronic structure is more influential than the charge associated with the ferroelectric domains.

4.5 Conclusion

Measurements of the orientation dependence of the reactivity of La₂Ti₂O₇ show that the photocathodic reduction of the silver is favored on the (001) surface while perpendicular surfaces reduce much less silver. This result is consistent with what is known about the anisotropy of the electronic structure, which favors the transport of electrons to the (001) surface. Ferroelectric domains on the surface were also characterized by PFM. The domains were found to have irregular shapes and there was no correlation between the pattern of silver reduction and the domain shape. The results indicated that the ferroelectric polarization of La₂Ti₂O₇ does not alter the reactivity enough to overcome the influence of the anisotropic crystal structure.

4.6 References


Chapter 5: Influence of pH and Surface Orientation on the Photochemical Reactivity of SrTiO₃

Solution pH is an external electric field that can alter the surface charge and band bending of photocatalysts. In this chapter, I measured the photochemical Ag⁺ reduction rates on SrTiO₃ surface as a function of pH. It is found that the photochemical reactivity is strongly influenced by solution pH, and the effect depends on surface orientation. The observations are then interpreted with a band-bending model.

5.1 Introduction

Heterogeneous photochemical reactions on semiconductor surfaces have been studied for decades for their potential applications as catalysts for water splitting and the degradation of organic pollutants.¹⁻⁵ When photogenerated electrons and holes migrate to semiconductor surfaces, they can drive reduction and oxidation reactions. However, commercial applications are limited by low efficiency.⁶,⁷ Two of the most significant problems are the high rate of photogenerated carrier recombination⁸ and the back-reaction of intermediate chemical species.⁹ The spatial separation of electrons and holes by internal fields or charged surfaces has been suggested as a potential method to increase the overall photochemical reactivity.¹⁰ For example, a surface domain with a negative (positive) charge will attract holes (electrons) and therefore promote the photoanodic (photocathodic) reaction. As long as the surface contains both photoanodic and photocathodic domains, the overall reaction will be promoted. Internal fields and charged surfaces may arise from phase boundaries,¹¹,¹² ferroelectric polarizations,¹³,¹⁴ or polar surface terminations.¹⁵,¹⁶ Experimental evidence supports the assertion that internal fields and charged surfaces can be used to improve the photochemical reactivity.¹⁷⁻²²

Because the two half reactions must proceed at the same rate to maintain charge neutrality, the overall reaction rate is limited by the slower one. If one applies a potential to increase the rate of the slower reaction, it will decrease the faster reaction; the maximum overall rate is achieved at a potential where neither of the two half reactions limit the overall rate. For particles in a solution, the potential can be changed by adjusting the pH. The solution pH influences the amount of charge adsorbed on the surface, the surface potential, the band bending in the semiconductor, and,
therefore, the concentration of available charge carriers at the surface. Because the photochemical reactivity is directly proportional to the amount of available charge carriers, the pH will affect the overall reaction rate. For example, Zhong et al.\textsuperscript{23} made a photochemical water splitting device comprised of a SrTiO\textsubscript{3} membrane separating solutions of different pH. The gradient in pH created a "chemical bias" so that H\textsubscript{2} was produced on the low pH side of the device and O\textsubscript{2} was produced at the high pH side.

Past studies have shown that pH has a strong influence on the photochemical reaction rate for a variety of catalysts. The effect of pH and the rational for the effect vary with the catalyst and the reaction. Ohtani et al.\textsuperscript{24} measured the pH dependence of the photocatalytic activity of TiO\textsubscript{2} powders in silver nitrate solutions from pH 2 to 8. The reactivity is negligible at low pH and increases as the pH increases. The rational provided by the authors was that the positive surface charge at low pH inhibits the adsorption of Ag\textsuperscript{+}, decreasing the reactivity. The rate of photochemical reduction of Cr\textsuperscript{4+} by TiO\textsubscript{2} decreased as the pH changed from pH 1 to 6, which is opposite what was reported for Ag\textsuperscript{+} reduction.\textsuperscript{25} Oosawa and Grätzel\textsuperscript{26} showed that removing surface OH\textsuperscript{-} from TiO\textsubscript{2} (presumably making the surface more positive) increased the rate of the oxygen evolution reaction. Guo et al.\textsuperscript{27} reported the pH-dependence of photo-deposition of a series of metals and metal oxides on faceted BiOBr particles. With increasing pH, there was a reversal of surface charge so that the photocathodic facets became photoanodic and the photoanodic facets become photocathodic.

In the present work, we measure the rate of Ag\textsuperscript{+} reduction by SrTiO\textsubscript{3} in the range of pH 3 to 9. SrTiO\textsubscript{3} is a well-known perovskite photocatalyst that can split water under UV-light illumination.\textsuperscript{28-30} SrTiO\textsubscript{3} surfaces have the interesting feature of having terraces with different chemical terminations and different electrochemical potentials that have been measured by atomic force microscopy (AFM).\textsuperscript{16,31,32} On the (111) and (110) surface, the different potentials lead to photocathodic and photoanodic terraces. The reactivities of the terraces with different chemical terminations on the (100) surface have not yet been explored. The presence of photoanodic and photocathodic surface domains on the SrTiO\textsubscript{3} surface is analogous to the photoanodic and photocathodic surface domains found on BaTiO\textsubscript{3} surfaces because of bulk ferroelectric domains.\textsuperscript{14}

It has been shown that the rate of Ag\textsuperscript{+} photoreduction on BaTiO\textsubscript{3} surfaces increases as the pH increases from pH 2 to 8.\textsuperscript{33} and Song et al.\textsuperscript{34} recently showed that hydrogen production from
BaTiO$_3$/TiO$_2$ core/shell photocatalysts varied with pH and exhibited a local maximum in reactivity at pH 9. The rationale for these observations was that increasing negative charge on the surface (with increasing pH) increased upward band bending and increased the rate of the photoanodic reaction, increasing the overall rate of reaction; this mechanism is consistent with simulations of the process.$^{35}$ In contrast to this earlier work, here we investigate the photochemical reactivity of non-ferroelectric, cubic SrTiO$_3$ surfaces. We measure the pH dependence on surfaces of known orientation, because it is know that photochemical reactivity can vary with orientation.$^{14,36–38}$

The purpose of this work is to evaluate the relationship between the solution pH and the photochemical reactivity of three low index SrTiO$_3$ surfaces: (100), (110), and (111). These three facets are commonly found on small catalyst particles$^{37,39}$ and they are also part of the equilibrium shape of SrTiO$_3$ at some temperatures.$^{40}$ We use both single crystal surfaces and crystals at the surface of ceramics whose orientations have been measured by electron backscatter diffraction (EBSD). The single crystals show what happens when the surface is almost exclusively a single orientation while the vicinal surfaces identified in the polycrystal show what happens for more realistic surfaces where the principal orientation is combined with smaller facets of other orientations. The photochemical reactivity is determined from topographic AFM images by measuring the volume of silver deposits on the surface after reaction. The observations are then interpreted with a band bending model. The results imply that to create catalysts with optimized reactivity, it is necessary to control particle shape, chemical termination, and the pH.

### 5.2 Experimental Methods

**Sample preparation.** The experimental approach is based on photochemical "marker reactions" that leave an insoluble product on the surface at the site of reaction.$^{14,15,41–43}$ The reactivity of single crystals, with nearly ideal low index orientations, and grains in a ceramic, with surfaces vicinal to the ideal orientation, were measured as a function of pH and compared. Details of the sample preparation and photochemical marker reactions are given below.

Chemical-mechanical polished (100), (110), and (111) oriented SrTiO$_3$ single crystals (MTI Corporation, Richmond, 0.5 cm × 0.5 cm, roughness < 5 Å) were sonicated in a methanol bath for 10 min and then placed in a covered alumina crucible and annealed in a muffle furnace at 1100 °C for 6 h (ramp rates were 5 °C/min). After annealing, atomically flat terraces were observed by
AFM (Solver-Next, NT-MDT, Russia). Note that this surface treatment defines a mixed termination that contains both photoanodic and photocathodic terraces.\textsuperscript{14,16,32}

Polycrystalline SrTiO$_3$ ceramics were prepared by uniaxially compacting commercially available powder (99 %, Alfa Aesar) in a cylindrical dye with a pressure of 150 MPa. A few drops of PVA were added as a binder to form disk-shaped samples with a thickness of 3 mm and a diameter of 1 cm. The samples were placed in an alumina crucible, on top of excess SrTiO$_3$ powder, heated to 900 °C (ramp rates were 5 °C/min) for 12 h to remove any residual organics, sintered for 10 h at 1360°C (ramp rates were 10 °C/min), and annealed for 6 h at 1470 °C (ramp rates were 10 °C/min) to increase the grain size to about 20 µm. The sample was then cooled in furnace at a rate of 10 °C/min. The annealed surface was ground with SiC abrasive papers and consecutively polished with a series of diamond suspensions, with a final suspension of 0.25 µm diamond. The polished sample was then annealed at 1150 °C for 6 h to repair polishing damage and thermally etch the grain boundaries. All the heating processes were carried out in air. The crystallographic orientations of individual grains in the polycrystalline sample were determined using an FEI Quanta 200 SEM equipped with an electron backscatter diffraction (EBSD) system. Three grains, close to low index orientations, were selected for comparison to the single crystals.

\textbf{Photochemical Ag marker reaction.} The photo-reduction of aqueous Ag$^+$ leaves metallic silver on the surface at the site of the reaction. Reaction conditions were selected so that the surface was only partially covered with silver and the underlying surface structure was still obvious so that it was possible to determine the volume of silver. The reaction was carried out using and $10^{-5}$ M aqueous AgNO$_3$ solution prepared from AgNO$_3$ (Acros) and deionized water. The low concentration was chosen to avoid precipitation.\textsuperscript{44} The pH of the solution was controlled through the addition of acetic acid (Fisher Chemical) or NaOH (Acros Organics) and measured using pH test paper (Hydrion). Next, an O-ring was placed on the top of sample and the interior volume was filled with the silver bearing solution. A quartz cover slip was then placed on the top of the O-ring to seal the solution without air bubbles. Next, a 300 W mercury lamp (Newport, Irvine, CA) was used to illuminate the single crystal sample for 30 min. Some single crystal samples were immersed in $10^{-4}$ M aqueous AgNO$_3$ solution and illuminated for 15 min, which gives a similar distribution of silver deposits. When the polycrystals were reacted using the same conditions as the single crystal, so much silver was deposited that it was not possible to see the
underlying surface structure. Because the polycrystal was more reactive than the single crystal, the lamp power was reduced to 150 W, and the exposure was reduced to 15 min. After illumination, the pH value of the solution was measured again, and no obvious change was observed. The sample was then rinsed in deionized water and dried using an aero duster (Miller-Stephenson). Before the next reaction, the sample surface was wiped with cotton swabs and ultrasonically cleaned in methanol and acetone, respectively for 10 min. An XL30 scanning electron microscope (Phillips) was used to make sure that visible deposits were removed. Any amount of Ag that may remain and contaminate the surface is much smaller than what is measured as a product of the reaction. Furthermore, this Ag contamination should be roughly constant throughout the measurements. Unfortunately, a more aggressive cleaning procedure would destroy the surface features that we are using for comparison. For the photooxidation of Pb$^{2+}$, the sample was immersed in 10^{-3} M aqueous Pb(CH$_3$COO)$_2$ solution prepared from Pb(CH$_3$COO)$_2$ (Acros) and deionized water. The lamp was operated at 100 W and the sample was illuminated for 30 min. All other procedures were the same as for the reduction of Ag$^+$. 

Topographic images of the same area of the surface before and after reaction were obtained by AFM in semi-contact mode. The Gwyddion software package, MATLAB, and OriginLab were used to process and analyze the data. To estimate the amount of silver deposited on the surface by the reaction, the images before and after the reaction are compared and the excess volume after the reaction is determined. This is illustrated schematically in Fig. 5-1. The position and height data from the same area before and after the reaction is extracted from the images. To define a constant plane, three points from the clean surface, where no silver is present, are selected in each image (as nearly as possible the same points in each image). A plane is then fit to the three points in each image and this plane is taken as a reference. Next, the volume is calculated for each image and the excess volume after the reaction is taken to be a measure of the relative amount of silver deposited. For each experiment, the excess volume was measured three times to estimate the variability. To assess tip related errors, the before images were recorded with three different tips and the results were compared.
Figure 5-1: Illustration of the method used to quantify the excess volume in this work. AFM images of a SrTiO$_3$ surface before reaction are shown in (a) and (b), as 2D and 3D versions, respectively. The same surface is plotted again in (c), using Originlab and the xyz data extracted from AFM image. AFM images of the same surface after photochemical reaction are shown in (d) and (e), as 2D and 3D versions, respectively. The surface is plotted again in (f), using Originlab and the xyz data extracted from AFM image. The difference of the integral value between (f) and (c) represents the excess value that was used to quantify the silver product volume and reactivity.

5.3 Results

A topographic AFM image of the surface of a SrTiO$_3$ (100) single crystal after annealing at 1100 °C in air for 6 h is shown in Figure 5-2(a). After annealing, the surface is made up of a terrace and step structure, with most steps orientated in the <100> direction. Note that the details of the surface structure depend on the specific surface treatment. The roughness (root-mean-square average of the height profile) of each terrace is less than 1 Å, indicating that they are atomically flat. Topographic AFM images at approximately the same location, after Ag$^+$ photoreduction at seven different pHs, are shown in Figure 5-2(b)-(h). After these reactions, new contrast appeared on the surface, corresponding to reduced metallic silver. Note that the sample was cleaned to remove the silver between each reaction. At pH 3, 4, and 5, the maximum heights of the silver deposits in Figure 1(b-d) are 5 to 15 nm. At pH 6, the maximum heights of the silver deposits in Figure 5-2(e) are 30 to 40 nm, and at pH 7, 8, and 9, in Figure 5-2(f-h), they are 5 to
10 nm. Note that the vertical scales of the topographic images in Fig. 5-2 were selected to maximize contrast and vary by a factor of 40. The excess volume of photo-deposited silver from pH 3 and pH 9 is illustrated in Figure 5-3. The mean (circle) and standard deviation (bars) were determined from three measurements on clean surfaces without reactions. The combined uncertainties based on three different tips and three different sampling areas are estimated to be 8 %. Both the changes in the heights of the silver deposits and the excess volume show that the amount of reduced silver increases from pH 3 to pH 6, and then decreases at higher pH. When control experiments were conducted with no light exposure, no silver was found on the surface, verifying that the silver was photoreduced and did not simply precipitate from the solution.

**Figure 5-2:** Topographic AFM images of the same location on a (100) SrTiO$_3$ single crystal surface (a) before and (b)–(h) after photochemical reaction with an aqueous silver nitrate solution having pH values between pH 3-9, as indicated. The dark to light vertical contrast is (a) 1 nm (b) 20 nm (c) 20 nm (d) 20 nm (e) 40 nm (f) 10 nm (g) 5 nm, and (h) 5 nm.
Figure 5-3: Excess volume of reduced Ag on the SrTiO$_3$(100) surface as a function of pH. Units are μm, computed by dividing the volume (μm$^3$) by the area (μm$^2$). The point is the mean and the bars represent the standard deviation from three measurements. The uncertainty in the silver volume is estimated to be 8%. The right-hand vertical axis quantifies the value relative to the maximum value at pH 6.

Figures 5-2(e-g) show that in the pH range of 6 to 8, the silver deposits in a spatially selective fashion, preferring some terraces over others. This selectivity, not obvious at higher or lower pH, may be related to the fact that SrTiO$_3$(100) surfaces can be terminated by a TiO$_2$ or SrO plane. In a more limited study of silver reduction on SrTiO$_3$(100) at uncontrolled pH, this selectivity was not observed. However, terrace dependent spatial selectivity of reactions on the SrTiO$_3$ (110) and (111) surfaces, and their correlation to the sign of the charge associated with the chemical termination, is well documented. On the SrTiO$_3$ (110) and (111) surfaces, the differently charged terraces separately promote the photocathodic and photoanodic reactions. To see if this occurs in the same way for the (100) surface, we compared the photocathodic and photoanodic reaction on the same area and the results are illustrated in Figure 5-4. Note that different conditions were used for the two reactions because the photoanodic reaction is much slower than the photocathodic reaction. The image in Figure 5-4(a) illustrates that silver is reduced on only some terraces. Compared to Figure 5-2, these terraces have a different orientation and step spacing, but the reduced silver is clearly localized to certain areas. However, the image in Figure 5-4(b) shows a more homogeneous distribution of small Pb-containing particles on the surface. Therefore, all terraces are somewhat photoanodic, but only some are photocathodic at unadjusted pH (pH 6). The bifunctionality of the (100) is consistent with previous findings.
Figure 5-4: (a) and (b) show topographic AFM images of the same location of a SrTiO₃ (100) crystal after the reduction of silver the oxidation of lead. (a) has been immersed in neutral 10⁻⁴ M AgNO₃ solution and illuminated under 40 W UV light for 15 min and (b) has been immersed in neutral 10⁻³ M Pb(CH₃COO)₂ solution and illuminated under 100 W UV light for 30 min.

An experiment parallel to the one described above was conducted on the SrTiO₃ (110) single crystal surface and the results are shown in Figure 5-5. The topographic AFM images show the same area (a) before reaction, and (b)-(h) after reaction in aqueous AgNO₃ solutions with pH 3 to 9. The (110) surface consists of (110) terraces with straight step edges; the long step edges have the [001] orientation. As in Figure 5-2, the bright contrast corresponds to silver deposits, and at some values of pH, silver accumulates mainly along the [001] steps. A qualitative comparison of the topographic images suggests that both the number of silver particles and their heights increase with the pH value from pH 3 to 7, and then decrease at pH 8 and 9. The measurements of the excess volume shown in Figure 5-6 are consistent with the qualitative interpretation of the images. The observation that the reactivity maximizes at an intermediate pH is consistent with the findings for the (100) surface. However, note that the absolute photocathodic reactivity on the (110) surface is five times less than on the reactivity of the (100) surface.
Figure 5-5: Topographic AFM images of the same location on a SrTiO$_3$ (110) single crystal surface (a) before and (b)–(h) after photochemical reaction in aqueous silver nitrate solution having pH values between pH 3-9, as indicated. The dark-to-white contrast shown is 5 nm for (a), (b), and (h), 10 nm for (c), (e), and (g) and 15 nm for (d) and (f).

Figure 5-6: Excess volume of reduced Ag on the SrTiO$_3$(110) surface as a function of pH. Units are μm, computed by dividing the volume (μm$^3$) by the area (μm$^2$). The uncertainty in the silver volume is estimated to be 6 %. The point is the mean and the bars represent the standard deviation from three measurements. The right-hand vertical axis quantifies the value relative to the maximum value at pH 7.

The experiments carried out on the (100) and (110) surfaces were repeated on the (111) surface and the results are shown in Figures 5-7 and 5-8. After annealing, adjacent (111) terraces are separated by a combination of straight and curved steps; the curved step edges are smaller in height.
than the straight ones and thus have weaker contrast in the topographic image. The formation of the reduced silver is spatially non-uniform, as reported in previous studies of the reactivity of the (111) surface.\textsuperscript{15,32} This is related to the different chemical terminations; one of the terraces is relatively photocathodic (reduces silver) and the other is relatively photoanodic (silver is not reduced). This spatial selectivity is most obvious at pH 3 and is most clearly evident in the upper right corner of Figure 5-7(b). A higher resolution image illustrating the non-uniform reactivity is shown in Figure 5-9. Note that at pH 4, where the most silver is reduced, the surface appears to be the most uniformly reactive. The excess volume as a function of pH is illustrated Figure 5-8. Here, the photocathodic reactivity reaches a maximum at pH 4 and then decreases as pH increases. The absolute reactivity on the (111) surface is close to 90% of the reactivity of the (100) surface.

Figure 5-7: Topographic AFM images of the same location on a (111) SrTiO\textsubscript{3} single crystal surface (a) before and (b)–(h) after photochemical reaction in an aqueous silver nitrate solution having pH values between pH 3–9, as indicated. The dark-to-white contrast is 18 nm for (a), (g), and (h), and 30 nm for (b), (c), and (d) and 25 nm for (e) and (f).
Figure 5-8: Excess volume of reduced Ag on the SrTiO$_3$ (111) surface as a function of pH. Units are μm, computed by dividing the volume (μm$^3$) by the area (μm$^2$). The point is the mean and the bars represent the standard deviation from three measurements. The uncertainty in the silver volume is estimated to be 9%. The right-hand vertical axis quantifies the value relative to the maximum value at pH 4.

Figure 5-9: AFM image of a SrTiO$_3$ (111) crystal after immersing in 10$^{-5}$ M AgNO$_3$ solution with a neutral pH (pH ≈ 6) and illuminated under 300 W UV light for 30min. The blue dash line marks the boundary of cathodic and anodic surfaces.

Parallel experiments were carried out on crystals at the surface of polycrystals. First, an orientation map was generated by EBSD (see Figure 5-10). Using the orientation map, it was possible to identify grains that were close to (100), (110), and (111) orientations and these grains are labeled in Figure 5-10. The measured deviations from the ideal orientations were 3.0°, 2.8°, and 7.6° from
(100), (110), and (111), respectively. As before, the surfaces were imaged after the photoreduction of silver in solutions from pH 3 to pH 9. The results for the near (100) surface are illustrated in Figure 5-11 and the results for the near (110) and (111) surface are presented in Figures 5-12 and 5-13. The darkest contrast in Figure 5-11 corresponds to valleys at grain boundaries and residual scratches. The area on the left side of the image is near the (100) orientation. While the near (100) surface has flat (100) terraces (see Figure 5-11a), the surfaces near (110) and (111) have terraces that are too closely spaced to be resolved in any detail. When silver is photoreduced on the near (100) surface, it is preferentially reduced on the terraces close to an upward step. The near (110) and near (111) surfaces are so rough that it is not possible to determine if the deposits are correlated to the underlying surface structure.

**Figure 5-10:** An orientation map of the polycrystal SrTiO$_3$ sample. Selected grains near low index orientations are marked with a red circle (100), a blue triangle (111), and a green box (110).
**Figure 5-11:** Topographic AFM images of the same area on a near (100) orientated grain shown in (a) before and (b)-(h) after photochemical reaction in an aqueous silver nitrate solution having pH values between pH 3-9, as indicated. The dark-to-white contrast in all images is 30 nm.

**Figure 5-12:** Topographic AFM images of the same area on a (110) grain shown in (a) before and after photochemical reaction in aqueous silver nitrate solutions with pH values of 3-9 (as indicated). The vertical range from dark to bright is 35 nm in all images.
A visual inspection of the images in Figure 5-11 indicates that there is little reactivity for the lowest and highest pH, and that the reactivity is greatest somewhere between these limits. The maximum of the height of the silver deposits is in the range of (b-d) 3-5 nm (pH 3-5), (e) 5-10 nm (pH 6), and (f-h) 1-3 nm (pH 7-9). The excess volume measurements for the (100), (110), and (111) orientations are summarized in Figure 5-14. For the near (100) surface, the reactivity reaches a maximum at pH 6, for the near (110) surface, the reactivity reaches a maximum at pH 7, and for the near (111) surface, the reactivity reaches a maximum at pH 4. As before, the bars represent the standard deviation of the measurements. The maxima for the reactivity of grains in polycrystals occur at the same pH as the maxima for similarly oriented single crystals. However, there is a wider range of uncertainty for the grains in the polycrystal. The increased uncertainty probably arises from the rougher surfaces, which provide steps with a variety of orientations and makes the determination of a constant background plane more uncertain. The steps also provide surfaces with different orientations that likely affect the overall reactivity.
Figure 5-14: Excess volume as a function of pH on the polycrystalline sample for (a) the near (100) surface, (b) the near (110) surface, and (c) the near (111) surface. Units are μm, computed by dividing the volume (μm$^3$) by the area (μm$^2$). Note that the vertical scales vary in each. In each case, the point is the mean and the bars represent the standard deviation. The right-hand vertical axis quantifies the value relative to the maximum average value in each plot.

5.4 Discussion

The spatially selective reduction of Ag on certain terraces of the SrTiO$_3$(100) surface has not been reported previously. However, it is not too surprising. The (100) surface can be terminated by a TiO$_2$ or SrO layer and Paradinas et al. measured a 45 mV difference between the potentials of these terraces by Kelvin probe force microscopy. Similar differences in potentials of the terraces on the (110) and (111) surfaces also lead to the spatially selective reduction of Ag. However, as illustrated in Figure 5-4b, the surface oxidizes lead with no apparent preference for a particular terrace. Therefore, the (100) surface can be considered bi-functional.

Previous observations of silver reduction on SrTiO$_3$ (at uncontrolled pH) led to the conclusion that the (100) surface is the most reactive, the (110) surface is the least reactive, and the (111) surface has an intermediate reactivity. The results presented here for the single crystals are consistent with this observation (the data in Figures 5-3, 5-6, and 5-8 are compared on the same scale in Figure 5-15) for most of the pH values. However, because the pH was uncontrolled, and it is doubtful that all three surfaces have the same point of zero charge, the previous measurements were not necessarily made at the same pH. Furthermore, the photocathodic reactivity depends on the surface preparation conditions, which alters the relative coverage of photocathodic terraces.
Figure 5-15: Comparison of the volume of reduced silver as a function of pH on the (100), (110), and (111) single crystal surfaces. Units are μm, computed by dividing the volume (μm$^3$) by the area (μm$^2$).

The existence of a maximum in the reactivity can be understood in terms of the surface charge. SrTiO$_3$ is an n-type semiconductor; thus, when immersed in a neutral aqueous solution, we expect a negative surface charge to develop that results in a small amount of upward band bending, as illustrated in Figure 5-16b. In this condition, there is a barrier for photogenerated electrons to reach the surface, while the negative surface charge will attract photogenerated holes to the surface. As established decades ago,$^{50}$ the pH of the solution alters the charge on the surface and therefore bends the bands. For example, an increase in pH makes more hydroxyl groups interact with the surface, rendering it more negative, increasing upward band bending (see Figure 5-16c). This will make it more difficult for electrons to get to the surface but will more strongly attract holes to the surface. If the pH decreases and more protons interact with the surface, then the surface becomes less negative (see Figure 5-16a). In this case, the barrier for electrons to reach the surface decreases, but holes will not be as strongly attracted to the surface (if the bands bend downward, holes will be repelled). The change in pH from 3 to 9 will lead to a change in the surface potential of 0.35 V, depicted as a change in the band edge positions from Figure 5-16a to 5-16c. With this simple picture in mind, it is easy to see how a maximum reactivity occurs at an intermediate pH. The photocathodic and photoanodic reactions are constrained by charge conservation to occur at the same rate and the overall reaction rate will therefore be limited by the slower of the two reactions.
At the limit of high pH, electrons are strongly repelled from the surface, so the photocathodic reaction will limit the overall reaction rate. At the limit of low pH, holes are not as easily transported to the surface, so the photoanodic reaction will limit the overall reaction rate. It is at some intermediate pH that the maximum rate is achieved where neither reaction limits the other.

![Figure 5-16](image)

**Figure 5-16**: Schematic electronic energy levels for the bands in SrTiO$_3$. The conduction band (E$_C$), valence band (E$_V$), Fermi level (E$_F$), and the silver reduction potential (Ag/Ag$^+$) are marked. The upward band bending increase with pH. (c) At high pH, holes are more easily transported to the surface than electrons (indicated by the thickness and length of the arrows). (b) As the pH is reduced and band bending decreases, the barrier for electron transport to the surface remains, but the much higher concentration of electrons in the n-type semiconductor results in comparable electron and hole currents. (a) At the lowest pH, the overall reaction is limited by the transport of holes (minority carriers) to the surface. The energy scale is estimated based on known values for the band gap and silver reduction levels using the method outlined by Morrison.$^{50}$

It is interesting to note that the maximum reactivity for the different surfaces is found at different values of pH. This suggests that the surfaces have different potentials. Considering the fact that the solution potential changes by $\approx 59$ mV for each pH unit, this implies that the difference in the potential between the (111) and (110) surfaces is 0.177 V. That the different orientations of SrTiO$_3$ have different potentials is not surprising, considering the anisotropic dispersion of the valence and conduction bands.$^{51}$ Evidence for different potentials on different surface orientations of TiO$_2$ can be found in the work of Bullard and Cima,$^{52}$ who found that the isoelectric points the (100), (110), and (001) surfaces vary over a range of 2.6 pH units (0.153 V). It would be interesting to compare the pH of maximum reactivity with the isoelectric point of SrTiO$_3$. Unfortunately, there is little consensus in the literature about the isoelectric point of SrTiO$_3$. $^{53,54}$ It has been reported to be pH 2.4,$^{55}$ pH 3.5,$^{56}$ pH 7.8,$^{57}$ pH 8.5,$^{58}$ pH 9.3,$^{59}$ and pH 9.5.$^{60}$ Note that we do not expect the maximum reactivity to be at the isoelectric point. Because the electrons are the majority
carriers, we assume that they are abundant at the surface under most conditions. If so, it is likely that the maximum reactivity occurs under conditions where the holes are promoted to the surface by upward band bending and there is still a small barrier for the promotion of elections to the surface.

It is important to keep in mind that the pH of maximum reactivity identified in these studies is an average behavior found on a heterogeneous surface. All of the surfaces have terraces that are relatively more photocathodic or photoanodic, depending on the termination. Evidence for this can be seen in the spatial selectivity of the silver reduction. Furthermore, depending on the surface preparation, the ratio of photocathodic to photoanodic terraces will vary. This will likely influence the isoelectric point of the surface and the pH of maximum reactivity. It is interesting to note that at pH 4, where the (111) surface has maximum reactivity, the spatial selectivity disappears, and all terraces appear equally reactive. On the contrary, at pH 6 where the (100) surface has its maximum reactivity, there are clearly terraces that prefer reduction more than others.

The interpretation presented above is relatively simple and ignores other effects that can occur in solution. For example, in the lowest pH environments, there might be a competition between Ag$^+$ ions and protons for surface sites. However, the observation that the pH is the same before and after the reduction reaction suggests that the reaction is still dominated by Ag$^+$. To test for concentration effects, some experiments have been repeated in higher concentrations of Ag$^+$ (0.115 M), and the reactivity trend is the same as the low concentration conditions from pH 3 to pH 6.

The results reported here have implications for the design of catalyst particles and reactor conditions. First, because a single pH must be selected for the solution, it would make sense to operate in the pH 6-7 range with particles terminated by (100) or a combination of (100) and (110) facets. In this pH range, the reactivity of the (111) surface is very low, so these facets should be avoided. On the other hand, if it were favorable to operate at pH 4, then an octahedral particle bounded by (111) surfaces only would be best. While the stability of the SrTiO$_3$ surface at such a low pH is questionable, it has been shown that the photochemical properties of the SrTiO$_3$ surface were not changed by thin protective coatings of TiO$_2$. Consistent with the results presented here, it is known that the (110) surface is relatively photoanodic compared to the (100) surface. These two surfaces are part of the equilibrium shape of SrTiO$_3$, and it is known how to produce polyhedral particles bounded by different ratios of (100) and (110) facets. Therefore, one would
hypothesize that crystals with both (100) and (110) facets would have higher reactivity than a particle with only one type of facet. Our observation that, under the same reaction conditions, the polycrystal surfaces with a mixture of facets are much more reactive than the single crystals, is consistent with this idea. Additional support for this idea has been reported by Hsieh et al.,63 and Mu et al.39 who showed that SrTiO$_3$ terminated by (100) and (110) facets produced hydrogen at a greater rate than cube shaped crystals terminated only by (100) facets. The rate of hydrogen production might further be improved by controlling the pH in the range of 6 to 7.

5.5 Conclusion

In the pH range of 3 to 9, the (100), (110), and (111) surfaces of SrTiO$_3$ show a maximum photochemical reactivity for the reduction of silver from an aqueous AgNO$_3$ solution. For the (100), (110), and (111) surface, the reactivity maxima are at pH 6, 7, and 4, respectively. The same maxima were found on nearly ideal single crystal surfaces and on the surfaces of grains within a polycrystal that are vicinal to the ideal orientations. The relative reactivities at the pH of maximum reactivity for the (100), (110), and (111) surfaces are 1 : 0.2 : 0.9, respectively. The change in the reactivity versus pH can be understood in relation to the surface charge created by the solution. At the lowest (highest) pH, electrons (holes) are drawn to the positively (negatively) charged surface and the overall reaction is limited by the transfer of holes (electrons) to the surface. The maximum reactivity occurs at an intermediate pH where similar concentrations of electrons and holes are at the surface so the photoanodic and photocathodic reactions can proceed at the same rate. The results can be used to optimize the photochemical reactivity of SrTiO$_3$ for H$_2$ production or pollutant degradation by designing particles bound by specific combinations of facets and controlling the pH in the reactor.

5.6 References


Chapter 6: Influence of Particle Size and Shape on the Rate of Hydrogen Produced by Al-doped SrTiO$_3$ Photocatalysts

It is known that the photochemical reactivity is anisotropic on the surface of SrTiO$_3$. Here, we prepared faceted Al-doped SrTiO$_3$ particles exposing (100) and (110) facets and studied how a surface area ratio affects the photocatalytic hydrogen generation rate. The experiment is inspired by the idea that the maximum reactivity occurs when the rates of the two half reactions are optimally balanced. It is generally agreed that smaller particles are more reactive since they have higher surface areas, and therefore more reaction sites. However, is this always true? In this study, we found that the reactivity increases with particle size from 200 nm to 500 nm, which is counter intuition. To explain this, we need to consider the interplay of particle size, space charge length and light penetration depth.

6.1 Introduction

Photocatalytic water splitting is a promising technology to reduce humanity’s dependence on fossil fuels by converting solar energy to clean and sustainable H$_2$ fuel. Since the discovery of photoelectrochemical water oxidation using a TiO$_2$ photoanode by Fujishima and Honda,$^1$ thousands of semiconductor materials have been reported to be able to split water.$^2$–$^4$ Among them, SrTiO$_3$ is one of the promising materials that can split water under UV illumination and has been widely studied. Many researchers focus on doping aliovalent metal cations into SrTiO$_3$ to control the defect structure and improve photocatalytic reactivity.$^5$–$^6$ In recent studies, it was found that a flux treatment in SrCl$_2$ – together with Al doping - can significantly increase the reactivity of SrTiO$_3$ for water splitting.$^7$–$^9$ Previous experiments have shown that modifying the band bending in the space charge region either by internal or external electric fields influences the photochemical reactivity.$^{10}$–$^{12}$ The current study was undertaken to understand how crystal shape, crystal size, pH, and added Al, all of which influence band bending, influence the photochemical reactivity of Al-doped SrTiO$_3$. To investigate four independent parameters on hydrogen evolution, a time consuming task when each catalyst is measured separately, we leverage the capabilities of a newly
developed parallelized and automated photochemical reactor (PAPCR),\textsuperscript{13} which can be used to measure the H\textsubscript{2} generation rate of up to 108 samples simultaneously in one experiment.

It is known that particle shapes, because of the facets exposed, influence photocatalytic performance.\textsuperscript{14–16} It is thought that the spatial separation of charge to different exposed facets leads to increased reactivity. For example, Li et al.\textsuperscript{17,18} found the spatial separation of photogenerated electrons and holes among \{110\} and \{010\} facets in BiVO\textsubscript{4} contributed to an enhancement of photocatalytic water oxidation reactivity. In SrTiO\textsubscript{3}, previous studies have shown that \{100\} surfaces are photocathodic and \{110\} surfaces are photoanodic,\textsuperscript{19–21} and SrTiO\textsubscript{3} nanocrystals with both \{100\} and \{110\} facets exposed are much more reactive than SrTiO\textsubscript{3} nanocubes (exposing only \{100\} facets) for photocatalytic water splitting.\textsuperscript{21,22} Takata et al.\textsuperscript{9} demonstrated a quantum efficiency for overall water splitting up to 96 \% at 350 nm to 360 nm using faceted Al-doped SrTiO\textsubscript{3} particles with different cocatalysts selectively photodeposited on \{100\} and \{110\} facets. A more recent paper\textsuperscript{23} reports that SrTiO\textsubscript{3} particles with \{100\} and \{110\} surfaces have reactivities that are inferior to those with only \{100\} surfaces, but the catalyst particles were significantly smaller than in the previous work.\textsuperscript{9,21,22} One of the goals of this paper is to determine the optimal shape for Al-doped SrTiO\textsubscript{3}. For example, it has been shown that, for anatase TiO\textsubscript{2}, particles exposing \{001\} and \{101\} facets at a ratio of 1.25 are optimal for the photocatalytic reduction of CO\textsubscript{2} to CH\textsubscript{4}.\textsuperscript{24} In this work, we will compare catalyst particles with only photocathodic \{100\} surfaces to particles that have increasing relative areas of photoanodic \{110\} surfaces.

Particle sizes are also important to photochemical reactions. In general, smaller particles usually have higher surface area and more reaction sites at constant mass, and this potentially increases the photochemical reaction rate. However, smaller particles are not always better. If the particle size is less than twice the width of the space charge, band bending will be reduced, lowering the potential to separate electrons and holes.\textsuperscript{25} Quantum confinement can increase the bandgap of smaller particles,\textsuperscript{26,27} leading to decreased light absorption and reactivity. Finally, the smallest particles are usually produced at relatively low temperature and may have a higher concentration of structural defects, which typically promote recombination and reduce reactivity. On the other hand, there is clearly an upper limit for particle size. If the particle is too large, charge carriers generated in the flat band region at the center of the crystal are more likely to recombine than to
migrate to the surface. The existence of an optimal particle size has been demonstrated for TiO$_2$, PbTiO$_3$, and WO$_3$. One of the goals of this work is to determine if there is an optimal size for Al-doped SrTiO$_3$ and whether this optimum is a function of particle shape.

Solution pH is another factor that influences the rate of water splitting by transition metal oxide catalysts because it alters the surface potential and band bending. At room temperature, the surface potential changes by $\approx 59$ mV for each pH unit. By increasing pH, more hydroxyl groups will adsorb on the surface and bend the bands upward, increasing the barrier for electrons to migrate to the surface. By decreasing pH, more protons will bend the bands downward and holes will be repelled. A previous study indicates that the maximum photocathodic reactivity of SrTiO$_3$ occurs at an intermediate pH where the two half reactions proceed at the same rate. However, that work was carried out on single orientations and for only the photocathodic reaction, so it is not obvious that it will apply to overall water splitting by particles with multiple surfaces.

The reactivity of Al-doped SrTiO$_3$ is also reported to vary with Al concentration. Zhao et al. prepared Al doped SrTiO$_3$ with a hydrothermal route and found that for specimens with Al concentrations in the range of 0 to 7.8 atom % (measured by X-Ray Fluorescence), samples with 7.8 atom % had the highest reactivity. For Al-doped SrTiO$_3$ doped in a SrCl$_2$ flux, inductively coupled plasma analysis found 0.12, 1.01, and 1.36 % Al in SrTiO$_3$ for fluxes containing 0.1, 1.0, and 10 % Al, suggesting that, at this temperature, the solubility is not significantly greater than 1 %. It has been proposed that the dissolution of Al$^{3+}$ ions suppresses the formation of a Ti$^{3+}$ recombination center and extends charge carrier lifetime. Here, we also consider how the concentration of Al in a SrCl$_2$ flux influences the reactivity.

The purpose of this work is to understand the combined influence of crystal shape, crystal size, solution pH, and Al doping via flux processing on the rate of H$_2$ generation by Al-doped SrTiO$_3$. Catalyst particles with $\{110\}/\{100\}$ surface area ratios from 0 to 2.5 have been tested, with particle diameters of $\approx 250$ nm, 350 nm, and 450 nm. All catalysts were treated in a SrCl$_2$ flux at 1150 °C for 10 h containing 1, 2, 3, or 5 mol % added Al$_2$O$_3$ and were afterward loaded with a RhCrO$_x$ cocatalyst. A smaller number of materials were doped during the synthesis step. High-throughput photocatalytic water splitting experiments have been carried out using the PAPCR with particles either in DI water whose pH has been adjusted from pH 2 to pH 12 or in 10 % aqueous methanol solutions. Altogether, the hydrogen generation rates were measured from more than 500 different
combinations of parameters. All four parameters (shape, size, pH, and the Al doping method) do influence the rate of hydrogen generation, which can vary from 1 to 150 µmol m^{-2}h^{-1}, depending on the choice of parameters. Additional experiments indicated that Al doping and the SrCl₂ flux treatments are independent parameters and the SrCl₂ flux treatment is a necessary condition for achieving high reactivity. The variation in the reactivity with these parameters can be understood by their effects on band bending within the catalyst particle.

6.2 Experimental Methods

*Synthesis of catalysts.* SrTiO₃ crystals were prepared hydrothermally following a procedure reported by Dong et al.³⁶ Four types of crystals, denoted A, B, C, and D, were prepared in identical fashion with the exception of the surfactant used. In all cases, 0.2 mL of TiCl₄ (Sigma-Aldrich, 99 %) was dropped into a solution in an ice bath containing 25 mL of deionized water and the surfactant. These types and amounts of surfactants were used to generate large crystals with an average diameter of 450 nm: A - 2 g of ethanol (PHARMCO, 200 Proof), B - 1 g of 1,2-propanediol (Sigma-Aldrich, 99.5%), C - 1 g of ethylene glycol (Alfa Aesar, 99+%), and D - 0.1 g of pentaerythritol (Sigma-Aldrich, 99%). After magnetic stirring for 5 min, 10 mL of SrCl₂ solution containing 0.42 g SrCl₂ (Sigma-Aldrich, 99.99%) and 30 ml of LiOH solution containing 2.26 g LiOH (Sigma-Aldrich, 98%) was added. After stirring for another 30 min, the resulting solution was transferred to a 100 ml Teflon-lined hydrothermal autoclave (Technistro). The autoclave was then heated at 180 ºC for 36 h in a furnace. After heat treatment, the solution was removed and the resulting precipitate was centrifuged four times at 4000 rpm for 12 min with deionized water and ethanol, respectively. Finally, the resulting precipitate was dried in an oven at 80 ºC overnight. Additionally, SrTiO₃ crystals of type A (type B) were also prepared in two smaller sizes, with average diameters of 350 nm and 250 nm, referred to as medium and small, following the same procedure but increasing the amount of surfactant to 10 g (6 g) for medium and 20 g (12 g) for small. All samples’ abbreviations and corresponding synthesis conditions are summarized in Table 6-1.

Note that during the hydrothermal synthesis, an excess of SrCl₂, greater than the stoichiometric ratio for SrTiO₃, was employed. In initial experiments where the stoichiometric ratio was used, the product was a mixture of anatase, rutile, and SrTiO₃. These small TiO₂ particles adhere to the
larger SrTiO₃ crystals and blocked the illumination. By adding an excess amount of SrCl₂ in the hydrothermal synthesis, the formation of TiO₂ was inhibited, and clean SrTiO₃ crystals with reproducible morphologies were obtained. It is also noted that the crystals synthesized in our lab have a larger size compared to what is reported by Dong et al., even though the same amounts of surfactants are added.

**Table 6-1:** Summary of synthesis route and conditions for all samples.

<table>
<thead>
<tr>
<th>Shape</th>
<th>Type of surfactant</th>
<th>Amount of surfactant</th>
<th>Average size</th>
</tr>
</thead>
<tbody>
<tr>
<td>(100) facet only</td>
<td>Ethanol</td>
<td>2 g</td>
<td>450 nm</td>
</tr>
<tr>
<td>(110)/(100) = 1.3</td>
<td>1,2-propanediol</td>
<td>1 g</td>
<td>450 nm</td>
</tr>
<tr>
<td>(110)/(100) = 1.8</td>
<td>Ethylene glycol</td>
<td>1 g</td>
<td>450 nm</td>
</tr>
<tr>
<td>(110)/(100) = 2.5</td>
<td>Pentaerythritol</td>
<td>0.1 g</td>
<td>450 nm</td>
</tr>
<tr>
<td>(100) facet only</td>
<td>Ethanol</td>
<td>10 g</td>
<td>350 nm</td>
</tr>
<tr>
<td>(100) facet only</td>
<td>Ethanol</td>
<td>20 g</td>
<td>250 nm</td>
</tr>
<tr>
<td>(110)/(100) = 1.3</td>
<td>1,2-propanediol</td>
<td>6 g</td>
<td>350 nm</td>
</tr>
<tr>
<td>(110)/(100) = 1.3</td>
<td>1,2-propanediol</td>
<td>12 g</td>
<td>250 nm</td>
</tr>
</tbody>
</table>

SrTiO₃ nanocrystals of type A, B, C, and D were doped with Al in a SrCl₂ flux, as described by Domen and co-workers. The hydrothermally grown SrTiO₃, Al₂O₃ nanopowders (Sigma-Aldrich, < 50 nm particle size), and SrCl₂ (Alfa Aesar, 99.5%) were mixed at a molar ratio of 1:0.01:10, 1:0.02:10, 1:0.03:10, or 1:0.05:10 with a mortar and pestle. The mixture was then heated at 1150 °C for 10 h in an alumina crucible, a temperature at which the SrCl₂ liquifies. To remove the SrCl₂ thoroughly after the process, the resulting mixture was centrifuged four times at 4000 rpm for 18 min, first with deionized water and then with ethanol. The resulting Al-doped SrTiO₃ powders were then dried in an oven at 80 °C over night.

RhCrOₓ cocatalysts were loaded (0.1 wt% Rh and 0.1 wt% Cr) on all crystals with an impregnation method described elsewhere. 50 mg of as prepared Al-doped SrTiO₃ crystals were dispersed into 0.5 ml of deionized water containing appropriate amounts of Na₃RhCl₆ (Sigma-Aldrich) and Cr(NO₃)₃·6H₂O (Sigma-Aldrich, 99%) to yield 0.1 wt% Rh and Cr. Note that, in some experiments, this amount was adjusted to study the effect of the amount of cocatalysts loaded on the reactivity. The suspension was evaporated in a water bath under constant manually stirring. The resulting powders were collected and heated at 350 °C for 1 h. A schematic illustration of the catalyst synthesis route is presented in Figure 6-1.
P25 TiO$_2$ was used as a reference catalyst and included in all panels, so that results could be compared from panel to panel. P25 powders were loaded with 1 wt% Pt by the impregnation method.$^{38,39}$ P25 powders (Degussa) were immersed in H$_2$PtCl$_6$ solution (Sigma-Aldrich) for 2 h with magnetically stirring. Then, the powders were reduced using a 5-fold excess of NaOH (Fisher Scientific) and NaBH$_4$ (Acros) for 2 h with stirring. The powders were then collected and rinsed in DI water by centrifugation and dried overnight.

**Figure 6-1:** Schematic diagram illustrating the route of the formation of Al-doped SrTiO$_3$ catalysts in the presence of different surfactants.

**Characterization.** Powder X-ray diffraction (XRD) was used to determine the phase of each sample with an X'Pert Pro MPD x-ray diffractometer (PANalytical, Philips, Netherlands). A scan rate of 5°-min$^{-1}$ was applied in the range of 20–90° at a step size of 0.02°. Scanning Electron Microscopy (SEM) images were obtained to determine the morphologies of all samples using FEI Quanta 600 with a 20 kV beam with a spot size of 3. N$_2$ adsorption–desorption measurements (Nova 2200e, Quanta- chrome, FL), used to determine the specific surface areas of powders through a Brunauer–Emmett–Teller (BET) approach, was performed at 77 K using a multi-point method. The pore size distribution was obtained using the Barett-Joyner-Halenda (BJH) model. Pore volume was measured from desorption measurements at the P/P$_0$ = 0.99 point. The sample was degassed at 110 °C for 24 h prior to measurement.
**Photocatalytic water splitting experiment.** The photocatalytic reactivity for hydrogen evolution was measured with a high-throughput parallelized and automated photochemical reactor (PAPCR), illustrated schematically in Fig. 6-2. Two 100 W UV LED chips (Chanzon, 380 nm) at the bottom of the reactor were fixed on an aluminum plate to provide constant illumination for the reaction. The LEDs were cooled by a fan and circulating chilled water. At the mid part of the reactor, 108 1 mL shell vials sit on an aluminum plate with small holes drilled at the bottom, through which illumination from the LEDs can transmit into the vials. The vials were covered with a layer of hydrogen sensitive film (DetecTape, Midsun Specialty Products) whose color changes from light to dark with an increase in the local hydrogen concentration. Next, a flexible silicone layer and a rigid plexiglass plate were placed on the top of the FEP film to seal and cover the whole reactor array. At the top of the reactor, a Pi camera (Raspberry Pi Camera Board v2 - 8 Megapixels) was fixed. Every six minutes, the LEDs are switched off and the camera takes a picture of the hydrogen sensitive film. After the picture was taken, the LEDs were switched on for another 6-minute cycle. Two rows of white LED strips (JUNWEN, 16 W) were used to illuminate the hydrogen sensitive tape from above while the image was captured. For each image, the RGB values were extracted for an area of 54 pixels in the center of each vial to determine the darkness of the film. These values were then subtracted from the darkness value from the first image. The response of the hydrogen sensitive film was calibrated in the range of 4% to 31% of H$_2$ by adding known amounts of hydrogen to the vials and recording the response. Based on the calibrated relationship between local hydrogen concentration and the appearance of the film, it is possible to calculate the amount of H$_2$ production every 6 min as well as the reaction rate.
By varying the amount of Al-doped SrTiO$_3$ added to each vial, we found that the absolute rate (µmol h$^{-1}$) of H$_2$ evolution reached a maximum at 10 mg. Therefore, in all further experiments, 10 mg of Al-doped SrTiO$_3$ was added to each shell vial with 0.6 ml of DI water whose pH was adjusted from pH 2 to pH 12 by adding acetic acid (Fisher Chemical) or NaOH (Fisher Scientific). The reactor was illuminated for 18 h, during which a total of 180 images were taken, with each image quantifying the hydrogen concentration within each vial. We verified that the acid anion group did not significantly influence reactivity by comparing reaction rates of the same sample in DI water whose pH was adjusted using acetic acid, nitric acid, or hydrochloric acid and confirm the type of acid does not influence reactivity. To determine the effect of adding a hole scavenger, a parallel set of experiments was conducted with solutions containing 10 % methanol and 5 mg of catalyst. Each experiment included three vials with 3.2 mg of the P25 reference catalyst in 6 ml of a 1 % methanol solution. The standard deviation was calculated from the H$_2$ production rates of the three reference catalysts.

### 6.3 Results

SEM images of Al-doped SrTiO$_3$ particles are given in Figure 6-3, as a function of type (shape), given in rows, and Al doping concentration, given in columns. Focusing on the undoped crystals in the leftmost column, crystals of type A (top row) are cubes, exposing only six {100} facets.
Crystals of type B, C, and D, shown in descending order, are edge truncated cubes, exposing both \{100\} and \{110\} facets, where the ratios of the \{110\} areas to the \{100\} areas are 1.3, 1.8, and 2.5 for B, C, and D, respectively. SEM images of crystals after Al doping in the SrCl$_2$ flux are shown in the four left most columns in Figure 6-3. Note that we refer to these samples by their initial shape (the capital letter) and the percentage of Al added to the flux (the number). It is clear that exposure to melts with more than 1 % Al significantly impacts crystal morphology. Crystals of type A transform from cubes to corner-truncated cubes, exposing \{100\} and \{111\} facets. For crystals of type B, C, and D, the treatment truncates the corners and reduces the areas of \{110\} facets. The resulting crystals expose all three facets (\{100\}, \{110\} and \{111\}). Crystals treated in melts with 5 % Al all have similar cubic shapes exposing primarily \{100\} facets with a small fraction of \{111\} facets and \{110\} facets, as shown in the fifth column in Figure 6-3. This shape is similar to particles in Domen’s work.$^{7,34}$ All crystals have similar sizes with an average diameter of 450 nm, and the Al doping treatment did not have an obvious influence on the particle size. XRD patterns of the 16 types of Al-doped SrTiO$_3$ samples are given in Figure 6-4, showing only peaks attributable to SrTiO$_3$.

Figure 6-3: SEM images as well as schematic diagrams for SrTiO$_3$ nanocrystals with different shape and treated in melts with different Al concentrations. Scale bar is 200 nm.
Figure 6-4: XRD patterns of type A, B, C and D crystals treated in SrCl\(_2\) flux with (a) 1%, (b) 2%, (c) 3% and (d) 5% aluminum added.

The mass specific rates (µmol h\(^{-1}\) g\(^{-1}\)) of H\(_2\) evolution from the Al–doped SrTiO\(_3\) crystals shown in Figure 6-3 were measured under UV illumination at 380 nm using the PAPCR and the results are shown in Figure 6-5. The standard deviation is about 12% (11%) for shapes A and B (C and D). As shown in Figure 6-6, the band gap energies of the crystals are also essentially the same (3.28 eV, 3.27 eV, 3.26 eV and 3.27 eV for Type A, B, C and D, respectively), so differences in absorption are not expected to influence the reactivity. Several trends are apparent from Figure 6-5. First, crystals of types of B, C and D produce H\(_2\) at a greater rate than A. This was also true when the reaction was carried out in 10 % methanol solutions. Second, for all four shapes, samples with 1 % added Al had the maximum reactivity. The addition of more Al decreased the reactivity, consistent with previous work by Ham et al.\(^7\) Note that the crystals with 5 % added Al in the flux all have similar reactivities, consistent with the observation that they have similar shapes (see Figure 6-3). Third, for all types of crystals, the reactivity first increases with pH to a maximum at around pH 7, then decreases at pH 10 and pH 11. At pH 12, there is usually an increase in reactivity.
The initial increase in reactivity with pH is consistent with observations reported for undoped SrTiO$_3$ single crystals, discussed in Chapter 5. This is likely due to an increase in the absorption of negative charge with increasing pH that bends the bands further upward and promotes the conduction of holes to the surface. While this increase of the upward band bending will increase the energy barrier for electrons to migrate to the surface, the overall photocatalytic reaction rate depends on the slower of the two half reactions. Therefore, the reaction rate will be first limited by the photoanodic reaction at low pH and then the photocathodic reaction at a higher pH. The maximum reactivity should appear at an intermediate pH where neither the photocathodic nor the photoanodic reaction limit the overall reaction rate. Crystals without deliberate Al additions and not treated in the SrCl$_2$ flux did not generate enough H$_2$ to exceed the lower calibrated limit of the PAPCR either in pure water or methanol solutions (and are not shown here).

![Figure 6-5](image_url)

**Figure 6-5:** Mass specific rate of hydrogen generation from suspensions with 16 types of powders in DI water whose pH is in range of pH 2 to pH 12. All powders are of the type designated as Large (450 nm). The bars represent standard deviations.
Figure 6-6: UV-vis diffuse reflectance spectra of four types of Al-doped SrTiO$_3$ with 1% Al doped.

To investigate the influence of particle size on the photocatalytic reactivity, 1% and 2% Al-doped SrTiO$_3$ of shape A and B were prepared with different sizes, by increasing the amount of surfactant in the hydrothermal synthesis. SEM images of the 18 kinds of crystals are shown in Figure 6-7. Large (≈ 450 nm), medium (≈ 350 nm) and small crystals (≈ 250 nm) of shapes A and B are labeled A-L (B-L), A-M (B-M) and A-S (B-S), respectively, given in 6 columns. The L, M, and S particles had size distributions of ± 50 nm. Each of the three sizes of the two crystal shapes were doped with Al by adding 1 % (Al1) and 2 % Al (Al2) to the SrCl$_2$ flux treatment, and the SEM images of crystals with increasing Al concentrations are given in descending rows of Fig. 6-7. Note that all crystals in Figure 6-3 are the large size. Consistent with the prior experiments, Al doping rounded the edges of the type B crystals and introduced small {111} facets on the type A crystals. The Al-doped B-S type crystals changed to a near cube shape, as for type A.
Figure 6-7: SEM images as well as schematic diagrams for type A and B SrTiO₃ crystals with large, medium, and small size. Scale bar = 200 nm.

The mass specific hydrogen evolution rates of the six types of Al-doped samples are shown in Figure 6-8. We found that, for both crystal shapes, in the range of 250 nm to 450 nm, the photocatalytic reactivity increased with size and the largest crystals were the most reactive. The trends with solution pH were consistent with the results described in Fig. 6-5. Note that, while the A-L and B-L crystals in this experiment were from a different batch than the crystals in Figure 6-5, their reactivities were similar, illustrating that the results are reproducible. For type B crystals, the crystal shape changed with Al doping, so the results are influenced by both the particle shape and size. The crystals of type A provide the most convincing evidence of the size effect because their shapes are nearly the same in all conditions. Using solutions with 10 % methanol did not change the trend in the relative amounts of hydrogen.

Figure 6-8: Mass specific rate of hydrogen production (μmol g⁻¹ h⁻¹) from suspensions with crystal type A-L, A-M and A-S under different pH are shown in (a), (b) and (c), respectively. Mass specific rate of hydrogen production (μmol g⁻¹ h⁻¹) from suspensions with crystal type B-L, B-M and B-S under different pH are shown in (d), (e) and (f), respectively. The bars represent standard deviation.

Although we have found that the hydrogen evolution rate decreased with decreasing particle size for both type A and type B Al-doped SrTiO₃, we loaded the same amount of RhCrOₓ cocatalyst
on these crystals. Considering the fact that crystals with the medium size and small size have larger surface areas, as shown in Table 6-2, one might argue that these smaller crystals should have more cocatalyst loaded to maintain a constant amount of cocatalyst per area. Therefore, using shape type B crystals, we changed the cocatalyst loading on the three sizes to maintain a constant coverage per surface area. Based on BET data, the surface areas for B-L, B-M, B-S nanocrystals were 3.2 m$^2$/g, 6.7 m$^2$/g, 10 m$^2$/g, which was roughly in the proportion of 1 : 2 : 3. Therefore, we loaded 0.1 wt%, 0.2 wt% and 0.3 wt% RhCrO$_x$ (metal ratio) on B-L, B-M and B-S nanocrystals, respectively, and measured their H$_2$ generation rates. As shown in Figure 6-9, B-L type crystals still had the highest H$_2$ generation rate. It is found that increasing the amount of cocatalyst did not increase, but rather decreased, the photocatalytic reactivity for B-M and B-S crystals. As a result, we believe that the relatively lower reactivity of the smaller crystals was not because they had a smaller cocatalyst coverage. On the contrary, loading more cocatalyst further decreased the reactivity. It would be interesting to test even larger crystals, because we expect that at some point the reactivity should decrease with the increased size, but we have not been able to synthesize larger crystals with controlled shapes.

![Figure 6-9: Absolute rate (μmol m$^{-2}$h$^{-1}$) of (a) type B-L crystals loaded with 0.1 wt% Rh and Cr cocatalysts, (b) type B-M crystals loaded with 0.2 wt% Rh and Cr cocatalysts and (c) type B-S crystals loaded with 0.3 wt% Rh and Cr cocatalysts as a function of pH.](image-url)
Table 6-2: BET data of undoped SrTiO$_3$ crystals.

<table>
<thead>
<tr>
<th>Type</th>
<th>Crystal size (nm)</th>
<th>Surface area (m$^2$/g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A-L</td>
<td>450</td>
<td>4.33</td>
</tr>
<tr>
<td>B-L</td>
<td>450</td>
<td>3.17</td>
</tr>
<tr>
<td>C-L</td>
<td>450</td>
<td>4.02</td>
</tr>
<tr>
<td>D-L</td>
<td>450</td>
<td>3.35</td>
</tr>
<tr>
<td>A-M</td>
<td>350</td>
<td>5.00</td>
</tr>
<tr>
<td>A-S</td>
<td>250</td>
<td>11.5</td>
</tr>
<tr>
<td>B-M</td>
<td>350</td>
<td>6.67</td>
</tr>
<tr>
<td>B-S</td>
<td>250</td>
<td>10.1</td>
</tr>
</tbody>
</table>

6.4 Discussion

Effect of particle shape. The results described here show that the rate of hydrogen production from Al-doped SrTiO$_3$ is influenced by crystal shape. The results show that type C crystals had the highest mass specific rate ($\mu$mol h$^{-1}$ g$^{-1}$) with the {110} to {100} surface area ratio equal to 1.8. Increases or decreases in this ratio lower the reactivity. This can be understood by the schematic diagrams in Fig. 6-10 and the fact that the {110} surface is photoanodic in comparison to {100}, which is relatively photocathodic. The finding that electrons (holes) migrate to {100} ({110}) surfaces of these particles is validated by the data in Fig. 6-10 which shows that Ag$^+$ (Mn$^{2+}$) is reduced (oxidized) on the {100} ({110}) surfaces. For the shape with the ideal reactivity, an optimal ratio of electrons and holes migrate to the {100} and {110} surfaces, respectively, where they can contribute to the reaction. However, if there are no {110} facets (see Fig. 6-11 a), then holes must also migrate to the {100} surfaces, where they are likely to recombine with electrons, lowering reactivity; this is the case for the A-type crystals. The opposite case, where there is insufficient photocathodic {100} area to support the reduction reaction, is shown in Fig. 6-11 (c) and represents the D-type crystals. In this case, the reduction in the rate of the cathodic reaction and the likely increased rate of recombination will limit the rate of the overall reaction. It is noted that, after normalizing by surface area, type C crystals still have the best surface area specific rates ($\mu$mol h$^{-1}$ m$^{-2}$) at pH 7, but type B crystals show a higher reactivity at pH 12. This
implies that if we could synthesize particles with a \{110\} to \{100\} surface area ratio between 1.3 and 1.8, the photocatalytic reactivity might be further optimized.

![Figure 6-10: SEM images of the type A-L-Al ((a) and (b)) and B-L ((c) and (d)) SrTiO$_3$ nanocrystals with photo-deposition of Ag and MnO$_2$. Scale bar represents 200 nm. The purpose of using A-L-Al instead of A-L is to show that, for type A crystals, \{100\} facets serve as both reduction sites and oxidation sites while \{111\} facets do not participate into reactions.](image)

**Effect of particle size.** The measurements of the rate of hydrogen evolution from crystals of different sizes indicated that the reactivity increases with crystal size, from 250 nm to 450 nm. This is counter intuitive, considering that the mass specific surface area decreases as the particle size increases. Changes in the reactivity with size are sometimes ascribed to the quantum size effect.$^{40,41}$ However, quantum size effects are expected only in crystals much smaller than those considered here. We note that Hsieh et al.$^{22}$ reported that the band gap of 290 nm SrTiO$_3$ was 31 meV smaller than 160 nm SrTiO$_3$, but this difference would not increase the absorption enough to account for the increased reactivity.
There are two plausible explanations for the increase in reactivity of the larger crystals. One possible explanation for the observed size effect is that the reaction is limited by the back reaction of neutral H and hydroxyl radicals on or near the surface. As the particle size decreases, these species are produced in closer proximity, so they do not have to diffuse as far to recombine, and this might limit the reaction rate. However, according to Turchi and Ollis,\textsuperscript{42} the diffusion of hydroxyl radicals is fast compared to the rate of reaction with the semiconductor surface and the with other species in solution, so the effect of increasing the particle size on the rate of the back reaction is not expected to be significant.

Another explanation is that the space charge layer beneath the surface is large compared to the particle size. One of the parameters influencing the depth of the space charge in SrTiO\textsubscript{3} is the carrier concentration. Past studies agree that SrTiO\textsubscript{3} with no intentionally added impurities is an acceptor doped n-type semiconductor.\textsuperscript{43,44} The n-type electronic properties result from electrons ionized from oxygen vacancies ($V'O^*$) and measurements indicate that the concentration of oxygen vacancies is much greater than the concentration of acceptor impurities. Therefore, the electroneutrality condition is $2[V'O^*] \approx n$ where $n$ is the concentration of ionized electrons and $n \approx 10^{19}$ cm\textsuperscript{-3}.\textsuperscript{44} However, the added Al acts as an acceptor dopant ($Al_{Tl}^+$) that can compensate the oxygen vacancies and reduce the electron concentration. Calculations based on data in the literature\textsuperscript{45} show that when SrTiO\textsubscript{3} is fully compensated by a small amount of dissolved Al, the carrier concentration is reduced to as low as $n \approx 10^{16}$ cm\textsuperscript{-3} at the temperature of the SrCl\textsubscript{2} flux.
room temperature, where the catalyst is used, the carrier concentration of ideally compensated SrTiO$_3$ falls to $n \approx 10^{12}$ cm$^{-3}$.\textsuperscript{46} This reduction in the carrier concentration would expand the width of the space charge layer (the Debye length) from $\approx 3$ nm (in the undoped condition where $n = 10^{19}$ cm$^{-1}$) to $\approx 9 \times 10^3$ nm (at the point of compensation where $n = 10^{12}$ cm$^{-1}$). Not knowing the Al concentration in the samples, we cannot estimate the degree of compensation. However, it is clear that added Al will decrease the carrier concentration and increase the Debye length. Note that a similar mechanism has been proposed to explain the reactivity enhancement that results from Mg doping of SrTiO$_3$.\textsuperscript{47} At the wavelength of light used here, the absorption coefficient is on the order of 100 cm$^{-1}$,\textsuperscript{48} which implies an absorption depth of $10^4$ nm. Because of the large absorption depth, increases in the space charge region result in an increase in the number of photogenerated carriers that can be separated by the field.

As discussed above, the Debye length might be on the order of $10^3$ nm. In this case, for particles smaller than this length, the space charges overlap in the center of the crystal. This reduces the difference between the surface and bulk electric potentials and leads to reduced charge separation.\textsuperscript{25} In the larger crystals, the space charge is more fully developed and there is a larger potential to separate charge. This idea is supported by simulations of the reactivity of BaTiO$_3$ showing that the difference in electric potential (under illumination) at the surface between positive and negative domains is only 0.17 V for a small 10 nm domain, while this difference of potential is 0.60 V for a large 250 nm domain.\textsuperscript{49} The increased space charge depth, together with relatively large absorption depth discussed above, should result in increased reactivity. In other words, the larger space charge regions in the larger crystals are more likely to be the cause of their increased reactivity than the suppression of the back reaction by the physical separation of the cathodic and anodic sites.

### 6.5 Conclusion

The influence of particle shape and size on the photocatalytic generation of hydrogen by Al-doped SrTiO$_3$ has been measured. The most suitable shape was determined to be an edge-truncated cube with a $\{110\}$ to $\{100\}$ surface area ratio between 1.3 and 1.8. With this geometry, electrons (holes) move to $\{100\} (\{110\})$ facets and promote the photoreduction (photooxidation) half reaction, a situation that likely reduces the rate of recombination or back reaction. Crystals with diameters
around 450 nm are more reactive than smaller ones, consistent with the presence of wide space charge regions that result from the Al acceptors that reduce the n-type carrier concentration.
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Chapter 7: Influence of the Molten SrCl$_2$ Flux Treatment on the Surface Structure and Photochemical Reactivities of SrTiO$_3$

From the experiments in the previous chapter, the molten SrCl$_2$ flux treatment is of use to prepare highly efficient Al-doped SrTiO$_3$ photocatalysts. In fact, nearly all the high-performance Al-doped SrTiO$_3$ catalysts were prepared with this method, but its mechanism is still not clear. It was thought that SrTiO$_3$ dissolves and recrystallizes in the melt so that the crystallinity improves. But this is inconsistent with the observation that our faceted particles generally maintain the shape after the flux treatment. In this chapter, we explore the effect of this “magic” flux treatment by heating large single crystal substrates in the melt, so that we can use AFM to determine how the flux treatment affects the surface structure.

7.1 Introduction

SrCl$_2$ flux treated Al-doped SrTiO$_3$ is one of the most efficient photocatalysts for water splitting that have been developed so far. In 2013, Kato et al. heated SrTiO$_3$ powders prepared with a polymerized complex method in different molten salts, such as NaCl, KCl, LiCl and SrCl$_2$. All salts will change the particle morphology but KCl will give a higher reactivity. Later, Domen and coworkers found that the photocatalytic reactivity of SrTiO$_3$ could be significantly improved by the SrCl$_2$ flux treatment, and this is attributed mainly to the doping of Al from the Al$_2$O$_3$ crucibles. Since that, they reported a couple of works improving the performance of this material, such as loading anodic cocatalysts and photodepositing cocatalysts on different facets. It is understood that Al$^{3+}$ can reduce the Ti$^{3+}$ deep recombination sites and increase charge carrier lifetime, and this has been confirmed by Zhao et al. using XPS and DFT methods. Recently, there is research showing that co-doped SrTiO$_3$ by incorporating Al$^{3+}$ along with Zr(IV) or La(III) can further improve the reactivity.

While Al doping has been confirmed to be beneficial to the photocatalytic reactivity of SrTiO$_3$, the role of the flux treatment is still not clear. This flux treatment is a very simple method, by heating SrTiO$_3$ in an excess amount of SrCl$_2$ at a temperature between the melting point and boiling
point of SrCl$_2$ in an alumina crucible, we will get a highly reactive SrTiO$_3$ photocatalyst. It is noted that all the studies described previously have employed the SrCl$_2$ flux treatment for ion doping. Previous studies show that Al-doped SrTiO$_3$ synthesized via solid state method$^5$ or hydrothermal method$^{10}$ are less reactive than those prepared by the flux method, implying the criticality of the SrCl$_2$ flux treatment. Ham et al. proposed that part of the SrTiO$_3$ particles dissolve and recrystallize in the presence of SrCl$_2$ flux so that the crystallinity is improved.$^3$ Motivated by these results, we desire to understand how the SrCl$_2$ flux treatment influences the chemical composition and structure of the SrTiO$_3$ surface.

Since it is the difficult to characterize particle surface directly, in this study, we reproduced the molten SrCl$_2$ flux treatment on the surface of SrTiO$_3$ single crystal substrates and investigated how it influences the photochemical reactivities. Air annealed substrates and KCl flux treated substrates were prepared and used for comparison. The surface potential was measured by Kelvin probe force microscopy (KFM) and correlated to the relative reactivities measured by photochemical marker reactions and atomic force microscopy (AFM). Along with X-ray photoelectron spectra (XPS), we found that the concentration of surface OH groups, the surface potential and the photochemical properties were all correlated. The SrCl$_2$ flux treatment significantly enriches the concentration of surface -OH groups and decreases the surface potential. Meanwhile, the surface potential difference between (100) and (110) surfaces increases from 0.07 V to 0.21 V after the flux treatment, leading to an enhanced charge separation between the two surfaces and improved photocatalytic reactivity.

7.2 Experimental Methods

Sample preparation. Chemical-mechanical polished (100) and (110) oriented SrTiO$_3$ single crystals were purchased from MSE Supplies with a size of $5 \times 5 \times 0.5$ mm. The crystals were ultrasonically washed in methanol for 10 min and then annealed at 1100 ºC in air for 6 h in a covered alumina crucible. Some crystals were treated in either a SrCl$_2$ flux or a KCl flux to study the role of the flux treatment. In a typical flux treatment, the air annealed crystal was placed in a 20 ml covered alumina crucible (Sigma-Aldrich) with the polished side facing up, and then 10 times SrCl$_2$ (Alfa Aesar, 99.5%) or 20 times KCl (Alfa Aesar, 99%) powders in molar ratio was placed on the top of the crystal. The crucible was then transferred to a furnace and annealed at
1150 °C in air for 10 h. After annealing, the crystal was ultrasonically washed in DI water for 1 h and then washed in methanol and acetone each for 10 min.

Al-doped SrTiO$_3$ particulate catalysts were prepared in a hydrothermal approach reported by Dong et al.$^{11}$ In the synthesis, 0.2 mL of TiCl$_4$ (Sigma-Aldrich, 99 %) was dropped into a solution in an ice bath containing 25 mL of deionized water and the 1 g of ethylene glycol surfactant (Alfa Aesar, 99+%) with 1 mol % (Hydro1%) or 2 mol % (Hydro2%) of AlCl$_3$·6H$_2$O (Fisher Scientific) mixed with the precursors. After magnetic stirring for 5 min, 10 mL of SrCl$_2$ solution containing 0.42 g SrCl$_2$ (Sigma-Aldrich, 99.99%) and 30 ml of LiOH solution containing 2.26 g LiOH (Sigma-Aldrich, 98%) was added. After stirring for another 30 min, the resulting solution was transferred to a 100 ml Teflon-lined hydrothermal autoclave (Techinstro). The autoclave was then heated at 180 °C for 36 h in a furnace. After the heat treatment, the solution was removed and the resulting precipitate was centrifugated four times at 4000 rpm for 12 min with deionized water and ethanol, respectively. Finally, the resulting precipitate was dried in an oven at 80 °C overnight. As for the SrCl$_2$ flux treatment, 0.3 g powders as prepared was mixed with SrCl$_2$ (Alfa Aesar, 99.5%) in a ratio of 1:10 and annealed at 1150 °C in air for 10 h in an alumina crucible. The resulting mixture was centrifugated at 4000 rpm for 18 min, four times with deionized water and then four times with ethanol, and finally dried in an oven overnight.

**Photochemical marker reaction.** This method employs the photoreduction of Ag$^+$ or the photo-oxidation of Mn$^{2+}$ that leaves insoluble photochemical products on the surface at the sites of the reactions.$^{12,13}$ An O-ring was placed on the top of the single crystal sample and its interior volume was filled with 0.115 M AgNO$_3$ solution or 0.115 M MnSO$_4$ solution with unadjusted pH. A quartz coverslip was then placed on the top of the O-ring to seal the solution without bubbles. The entire setup was then illuminated under a 150 W Xe lamp (Newport, Irvine, CA). For Ag$^+$ reduction, the sample was illuminated for 20 seconds for (110) crystals and 5 seconds for (100) crystals. For Mn$^{2+}$ oxidation, the sample was illuminated for 90 seconds for (110) crystals and 60 seconds for (100) crystals. Reaction conditions were adjusted so that the surface was only partially covered with the products owing to the facts that the (100) surface is much more reactive than the (110) surface,$^{13,14}$ and Mn$^{2+}$ oxidation is a relatively slow reaction compared with Ag$^+$ reduction.$^{15}$ After the illumination, the sample was rinsed in DI water and dried with a stream of argon. Before carrying out another experiment, the crystal surface would be cleaned with cotton swabs and
ultrasonically cleaned in acetone and methanol, respectively. The two reactions can be expressed in the following way:

$$\text{Ag}^{+}_{(aq)} + e^- = \text{Ag}_{(s)}$$

$$\text{Mn}^{2+}_{(aq)} + 2h^+ + 2\text{H}_2\text{O} = \text{MnO}_2(s) + 4\text{H}^+$$

Before and after the reaction, the surface topography was imaged by atomic force microscopy (AFM) with a Solver Next AFM (NT-MDT) or an NTEGRA AFM (NT-MDT) operated in semi-contact mode using a standard AFM probe (NCHR,NanoWorld). The local surface potential was measured by Kelvin Probe Force Microscope (KFM) using a silicon AFM probe coated with Pt/Ir (NCHPt, NanoWorld). Before the measurement, the probes were calibrated using an Au (111) thin film sample. The Gwyddion software package was employed to analyze the data.¹⁶

**Photocatalytic water splitting experiment.** Photocatalytic water splitting reaction was carried out using a high-throughput parallelized and automated photochemical reactor (PAPCR).¹⁷ The reactor employs a hydrogen sensitive film whose color will change from light to dark when exposed to hydrogen. The relationship between the local hydrogen concentration and film darkness has been calibrated and reported in detail in our previous work (see Chapter 6 and Appendix 4). The image of the film was captured by a camera fixed on the top of the reactor. To measure the H₂ production rate, 10 mg of powder as prepared were placed into a glass vial with 0.4 ml of DI water whose pH was adjusted to pH 5, pH 7, pH 9 and pH 12 by adding nitric acid (Fisher Chemical) or NaOH (Fisher Scientific). The illumination was provided by two 380 nm UV LEDs (Chanzon). The whole illumination lasted for 16 h, during which a total of 160 images were taken, with each image quantifying the hydrogen concentration within each vial.

### 7.3 Results

In a conventional molten salt process, the salt liquifies above the melting point and then solidifies on cooling. At the end of the process, the solid salt is the same phase as it was at the start of the process, but likely containing some impurities. This is a good description of the molten KCl treatment (or other alkali metal chlorides). However, the SrCl₂ process is not like this – at the process temperature, the salt reacts with both the Al₂O₃ crucible and, to some extent, the SrTiO₃.
By the end of the process, there is no (or very little) SrCl₂ left in the crucible. When SrCl₂ is melted in an alumina crucible (even without any SrTiO₃ present), it wets and reacts with the crucible, forming yellow reaction products on the outer crucible sidewall. The resulting products were collected by centrifugation and characterized by XRD in Fig. 7-10(a), and it is found that a large percentage of the salts have reacted with the crucible to form Sr₃Al₂O₆ and then Sr₃Al₂(OH)₁₂ after rinsing in water. Based on the phase diagram of SrO-SrCl₂ system in Figure 7-11, SrO is likely to form in the melt and react with Al₂O₃. Because of this, the actual time that the SrTiO₃ is in contact with molten SrCl₂ is much shorter than 10 hours, as the melt composition changes, and the liquid disappears.

SrTiO₃ particles were prepared via a hydrothermal method with a specific amount of AlCl₃ added along with the precursors. SEM images of SrTiO₃ particles with 1% and 2% Al³⁺ added are given in the first column of Figure 7-1(a), denoted as Hydro1% and Hydro2%. It is assumed that Al atoms were uniformly distributed within these crystals. After loading RhCrOₓ cocatalysts (0.1 wt% Rh and Cr), photocatalytic water splitting experiments have been carried out on Hydro1% and Hydro2% crystals. However, no H₂ evolution was detected by the PAPCR either in methanol solution or in pure water. Next, Hydro1% and Hydro2% crystals were modified by the SrCl₂ flux treatment in an Al₂O₃ crucible. The resulting crystals were referred to as Hydro1%-sA and Hydro1%-sA shown in Figure 7-1(a) and they have morphologies similar to Hydro1% and Hydro2%, but their sharp edges become rounded. Again, the RhCrOₓ (0.1 wt% Rh and Cr) cocatalyst was loaded. These crystals had significantly enhanced reactivities compared to those crystals that have not heated in the SrCl₂ flux. As shown in Figure 7-1 (b) and (c), the water splitting reactivities of these crystals reached 650 µmol g⁻¹h⁻¹ in pure water. Note that we have even tried much higher Al concentrations, but they still cannot produce H₂ in the absence of the SrCl₂ treatment. The experiment above was inspired by the idea that Al-doping during the hydrothermal synthesis and during the SrCl₂ flux treatment might lead to a different material. The results confirmed that, to prepare highly reactive SrTiO₃ photocatalysts, both the incorporation of Al³⁺ and the SrCl₂ flux treatment are necessary. However, the particles are small, and it is difficult to directly characterize their surfaces after the flux treatment. Therefore, we reproduced this experiment by heating SrTiO₃ single crystal substrates in the flux and compared the surface properties before and after the flux treatment.
**Figure 7-1:** (a) SEM images of Hydro1% and Hydro2% crystals and the resulting crystals after modifying by SrCl$_2$ flux in an aluminum crucible. The scale bar represents 400 nm. (b) and (c) show mass specific rates (μmol g$^{-1}$h$^{-1}$) of H$_2$ generation for Hydro1% and Hydro2% crystals before and after SrCl$_2$ treatment, respectively. The bars represent the standard deviation.

A SrTiO$_3$ (110) single crystal purchased from MSE Supplies was annealed in air at 1100 °C for 6 h and a topographic AFM image of its surface is shown in Figure 7-2(a). The surface is made up of large flat (110) terrace and (100) long step edges.$^{13}$ The surface potential image, measured with KFM on the same sample but a different location, is shown in Fig. 7-2(a) and the average surface potential is determined to be 0.11 V. After the sample was immersed in a AgNO$_3$ (MnSO$_4$) solution and illuminated, new bright contrast appeared on the surface as shown in Fig. 7-2(c) and (d), corresponding to reduced metallic silver (Mn oxides). It is observed that the photochemical reaction is anisotropic that Ag reduction prefers to occur on the (100) edges and Mn oxidation mainly occurs on the (110) terraces, which is consistent with a previous report.$^{13}$
Figure 7-2: Topographic AFM image and KFM surface potential image of an air annealed SrTiO$_3$ (110) surface are given in (a) and (b). The average potential is 0.11 V. Images of the surface after photoreduction of Ag$^+$ and photooxidation of Mn$^{2+}$ are shown in (c) and (d). The dark-to-light vertical contrast is (a): 0 to 3.8 nm, (b): 0.091V to 0.164V, (c): 0 to 5.7 nm, (d): 0 to 8 nm.

Another two air annealed SrTiO$_3$ (110) single crystals were treated in molten SrCl$_2$ flux and KCl flux, respectively, and the topographic AFM images of the surfaces are presented in Figure 7-3 (a) and (e). The surface restructures in both fluxes. For the sample treated in the SrCl$_2$ flux, the large terraces were replaced by very fine terraces as large as a few tens of nanometers with long curved edges. At the same time, it seems that dislocations were etched in the flux as multiple etch pits are observed on the surface. We measured the mass of the sample before and after the SrCl$_2$ flux treatment and found that the mass was reduced from 0.0653 g to 0.0630 g (~3.5% loss), indicating that some of the crystal dissolves in the flux, revealing a new surface. For the sample treated in the KCl flux, the large (110) terraces remain, but are no longer flat, and many fine rectangular facets appear on the original terrace. The newly appearing facet is about 200 nm long and 20 nm wide. Unlike the SrCl$_2$ flux, there is no obvious change of mass during the KCl flux treatment. The surface potential was measured on the two samples (on a different location) with KFM, and the corresponding potential images are shown in Figure 7-3(b) and (f). It is found that both flux treatments decrease the surface potential: the SrCl$_2$ treated (110) surface has a mean potential of -0.27 V, and the KCl treated (110) surface has a mean potential of -0.032 V. The photochemical reactivities of the flux treated surfaces were studied with marker reactions. After the SrCl$_2$ flux
treatment, the photoreduction of Ag$^+$ and photooxidation of Mn$^{2+}$ were both enhanced, as shown in Figure 7-3(c) and (d). Under the same illumination conditions, small Ag or MnO$_2$ particles uniformly deposit all over the surface. Larger and more widely separated particles are also found. However, the reactivity seems to be isotropic, and no spatial selectivity was resolved. After the KCl flux treatment, shown in Fig. 7-3(g) and (h), the cathodic reactivity seems to increase slightly, but the anodic reactivity remains low.

The same experiments have been carried out on SrTiO$_3$ (100) single crystal surface as well. Topographic AFM images of the surface of SrTiO$_3$ (100) single crystal that was annealed in air at 1100 °C for 6 h is shown in Figure 7-4(a). The annealing leads to the formation of (100) terraces and steps mostly oriented in the <100> direction. A KFM image is given in Fig. 7-4(b) and the average surface potential is determined to be 0.18 V. The (100) surface was reported to be bifunctional and here we found that the surface is highly reactive for both the photoreduction of Ag$^+$ and the photo-oxidation of Mn$^{2+}$, as shown in Figure 7-4 (c) and (d). It is found that metallic
Ag deposits prefer to accumulate near the step edges and MnO$_2$ deposits nucleated all over the terrace. It is noted that the (100) surface can be terminated by a TiO$_2$ or SrO plane, and Paradinas measured a potential difference of the two terminations to be $45 \pm 10$ mV. A more recent study by Sharma et al. found that water splitting reaction can proceed on (100) surface only when the two terminations coexist, and SrO surface provides the reaction sites and TiO$_2$ surface affects the electronic band alignment. This might explain the spatial distribution of the photochemical products observed in our experiment.

![Figure 7-4: Topographic AFM image and KFM surface potential image of an air annealed SrTiO$_3$ (100) surface are given in (a) and (b). The average potential is 0.18 V. Images of the surface after photoreduction of Ag$^+$ and photooxidation of Mn$^{2+}$ are shown in (c) and (d). The dark-to-light vertical contrast is (a): 0 to 2.3 nm, (b): 0.15 V to 0.219 V, (c): 0 to 7 nm, (d): 0 to 4.5 nm.](image)

The SrCl$_2$ and KCl flux treatments were carried out on air annealed SrTiO$_3$ (100) single crystals and the topographic AFM images of the surfaces are shown in Figure 7-5 (a) and (e). Like the results on the (110) surface, both flux treatments led to a change of the surface structure of the (100) surface. After the sample was treated in the SrCl$_2$ flux, as shown in Fig. 7-5(a), the original terraces merged and formed new terraces as wide as 100 nm with long wavy edges. After the sample was treated in the KCl flux, the original terraces remain but new long straight steps appear that cross the surface. The KFM images are given in Fig. 7-5(b) and 5(f) and the averaged surface potential of the (100) surface after treating in the SrCl$_2$ flux or the KCl flux was determined to be
-0.063 V and 0.12 V, respectively. Again, the crystal slightly dissolved in the SrCl\(_2\) flux in which the mass was reduced from 0.0635 g to 0.0602 g (~5.2% loss), but the crystal mass remains unchanged after the KCl flux treatment. Photochemical properties of the two samples were explored via marker reactions. It is found that, after the SrCl\(_2\) flux treatment, as shown in Fig. 7-5(c) and (d), the photoanodic reactivity is almost terminated and the photocathodic reactivity is also reduced significantly. Furthermore, the spatial distribution of the reaction products disappears as Ag particles uniformly deposit over the surface. As for the KCl flux treated sample, Ag deposits only accumulate near the newly formed steps as shown in Fig. 7-5(g), but MnO\(_2\) only nucleate along the original terraces (see 7-5(h)). Photochemical reactivities of the six samples are grouped into three categories by counting the number of deposits in a 1 \(\mu\)m\(^2\) squared region and shown in Table 7-1 and Figure 7-6, along with the surface potentials measured via KFM. Photochemical reactivities are grouped into three categories by counting averaged deposits in a 1 \(\mu\)m\(^2\) box region: High reactivity (>10 deposits), Mid reactivity (5~10 deposits) and Low reactivity (<5 deposits).

**Figure 7-5:** Topographic AFM images of air annealed SrTiO\(_3\) (100) single crystal surfaces after treating in molten (a) SrCl\(_2\) flux and (e) KCl flux. Surface potential images were recorded on the same sample, but different locations are shown in (b) and (f). The average potential is determined to be (b): -0.063 V and (f): 0.12 V. Panel (c) and (d) show AFM images of the SrCl\(_2\) treated (100) surface after Ag\(^{2+}\) photoreduction and Mn\(^{2+}\) photo-oxidation. Panel (g) and (h) show AFM images of the KCl treated (100) surface after Ag\(^{2+}\) photoreduction and Mn\(^{2+}\) photo-oxidation. The dark-to-light vertical contrast is (a): 0 to 2.3 nm, (b): -0.078 to 0.005 V, (c): 0 to 7.2 nm, (d): 0 to 4.7 nm, (e): 0 to 7.4 nm, (f): 0.099 to 0.13 V, (g): 0 to 16.6 nm, (h): 0 to 11 nm.
Table 7-1: Photochemical reactivities and surface potential of the six SrTiO$_3$ single crystal surfaces.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Air annealed</th>
<th>SrCl$_2$ treated</th>
<th>KCl treated</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>cathodic</td>
<td>anodic</td>
<td>cathodic</td>
</tr>
<tr>
<td>STO(100)</td>
<td>High</td>
<td>High</td>
<td>Mid</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Low</td>
</tr>
<tr>
<td></td>
<td>181 mV</td>
<td>-62.9 mV</td>
<td>117 mV</td>
</tr>
<tr>
<td>STO(110)</td>
<td>Low</td>
<td>Mid</td>
<td>High</td>
</tr>
<tr>
<td></td>
<td>110 mV</td>
<td>-271 mV</td>
<td>-32.3 mV</td>
</tr>
</tbody>
</table>

Figure 7-6: Summaries of the photochemical reactivities and surface potentials of the six samples in Table 7-1.

XPS spectra were recorded on the surfaces of the six samples to study the surface compositions and chemical states. Figure 7-7 shows the high-resolution O 1s spectra. The O 1s spectrum can be deconvoluted into two peaks, a primary peak is attributed to Ti-O bonding at 531.2 eV and a second peak is attributed to surface hydroxyl groups (-OH) at 533.7 eV$^{21,22}$ shown in Fig. 7-7(a) and (d). The percentage of oxygen bonded in an -OH state is determined to be 24.9% and 28.3% for (100) and (110) air annealed crystals, respectively. After treating the crystals in the flux, the peaks shift about 1.6 eV to a lower binding energy, and this might imply a change of electrical conductivity on the surface. It is found that the surface hydroxyl group density increases after both flux treatments. After the SrCl$_2$ flux treatment, shown in Fig. 7-7(b) and (e), the hydroxyl group density increases to 39.3% and 52.3% for (100) and (110) oriented crystals. After the KCl flux treatment, shown in Fig. 7-7(c) and (f), the hydroxyl group density increases slightly to 29.6% and 36.2% for (100) and (110) oriented crystals.
Figure 7-7: High resolution O 1s XPS spectra of air annealed (a) (100) and (d) (110) single crystal surfaces, SrCl₂ flux treated (b) (100) and (e) (110) single crystal surfaces and KCl flux treated (c) (100) and (f) (110) single crystal surfaces. The peaks for oxygen atoms bonded in Ti-O and -OH are filled in red and blue, respectively.

High resolution Sr 3d and Ti 2p XPS spectra are given in Figure 7-8 and Figure 7-9. The Sr spectrum is composed of two doublets located at 134.6 eV and 136.3 eV, corresponding to 3d₅/₂ and 3d₃/₂. The doublets in the Ti spectrum located near 460.1 eV and 466 eV can be assigned to 2p₃/₂ and 2p₁/₂ of Ti⁴⁺. Note that, unlike powdered SrTiO₃ samples,⁷ there is no detectable Ti³⁺ species in our single crystal samples, implying it is more stoichiometric. The Sr/Ti atomic ratios were determined from the ratio of the integrated intensities of the Sr 3d and Ti 2p spectra. The ratio is determined to be 0.876 and 0.861 for air annealed (100) and (110) single crystals, respectively, meaning a Ti-rich (Sr-depleted) surface. This can be understood since the vapor pressure of SrO is significantly higher than TiO₂ at the annealing temperature,²³,²⁴ so that part of the SrO may escape from the crystal surface during annealing. The two flux treatments change the surface composition in an opposite way. The Sr/Ti ratio is measured to be 0.877 and 0.928 for the SrCl₂ flux treated (100) and (110) single crystal surfaces, respectively, suggesting that the SrO surface is stable in this flux and the Sr concentration might be slightly increased. However, the KCl flux treatment will further remove Sr species from the surface, during which the Sr/Ti ratio is reduced to 0.697 and 0.735 for (100) and (110) surfaces, respectively. A summary of the XPS
data of the three samples is given in Table 7-2. Note that we have also tried to measure Al, K and Cl but cannot detect their signals via XPS, indicating the concentrations of these elements are very low on the surface.

**Figure 7-8:** High resolution Sr 3d XPS spectra of air annealed (a) (100) and (d) (110) single crystal surfaces, SrCl$_2$ flux treated (b) (100) and (e) (110) single crystal surfaces and KCl flux treated (c) (100) and (f) (110) single crystal surfaces. The peaks for strontium atoms bonded in 3d$_{5/2}$ and -3d$_{3/2}$ are filled in purple and orange, respectively.
Figure 7-9: High resolution Ti 2p XPS spectra of air annealed (a) (100) and (d) (110) single crystal surfaces, SrCl$_2$ flux treated (b) (100) and (e) (110) single crystal surfaces and KCl flux treated (c) (100) and (f) (110) single crystal surfaces. The peaks for oxygen atoms bonded in 2p$_{3/2}$ and 2p$_{1/2}$ are filled in green and brown, respectively.

Table 7-2: Sr/Ti ratios and surface hydroxyl groups concentrations of the six samples determined with the XPS spectra.

<table>
<thead>
<tr>
<th>Treatments</th>
<th>Sr/Ti</th>
<th>-OH%</th>
<th>Sr/Ti</th>
<th>-OH%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(100)</td>
<td>(110)</td>
<td>(100)</td>
<td>(110)</td>
</tr>
<tr>
<td>Air annealed</td>
<td>0.876</td>
<td>0.861</td>
<td>24.9%</td>
<td>28.3%</td>
</tr>
<tr>
<td>SrCl$_2$ treated</td>
<td>0.877</td>
<td>0.928</td>
<td>39.3%</td>
<td>52.3%</td>
</tr>
<tr>
<td>KCl treated</td>
<td>0.697</td>
<td>0.735</td>
<td>29.6%</td>
<td>36.2%</td>
</tr>
</tbody>
</table>

To further explore the SrCl$_2$ flux treatment, an in-situ experiment has been performed using a high temperature confocal laser scanning microscope (CLSM). A small piece of (100) SrTiO$_3$ crystal was cut from the substrate and transferred to a small platinum crucible together with SrCl$_2$ salt. The crucible was first heated to 900 °C to liquify the salt, shown in Figure 7-10 (a), and then held at 1125 °C for observation in an argon atmosphere. After 5 min, a new phase with brighter contrast appeared near the SrTiO$_3$ crystal edge, labeled with an arrow in Fig. 7-10 (b). In the following 10 minutes, this new phase grew rapidly, exhibiting well defined facets, shown in (c) to (g), and almost covered the entire crystal surface. Later, the new phase shrinks in seconds, and the SrTiO$_3$ crystal surface is visible again. The whole experiment is about 1 hour. After cooling the crucible,
we found that the crystal color changed from semi-transparent light yellow to black, suggesting a much higher oxygen vacancy donor concentration. I tentatively assume the appearing phase to be SrO. From the SrCl₂-SrO phase diagram by Neumann et al., see Figure 7-12, SrO is soluble in the SrCl₂ melt, explaining why the appearing phase dissolves soon afterwards. Recall that there is no or very little amount of O₂ in the atmosphere, the oxygen atoms should come from the crystals. This implies that the SrCl₂ flux treatment would induce a much higher oxygen vacancy concentration, consistent with the blackening of the crystal. But note that the \( P_{O_2} \) is so different in this experiment, it does not really fit in with the experiments described in the earlier sections.

Figure 7-10: Images of a (100) SrTiO₃ crystal in molten SrCl₂ flux in a Pt crucible captured with a confocal laser scanning microscope.

### 7.4 Discussion

The results here clearly illustrates that the SrCl₂ flux has a significant influence on the surface structure and chemical compositions of SrTiO₃. The first apparent difference between SrCl₂ and KCl is that the SrTiO₃ surface slightly dissolves in the molten SrCl₂ flux with a consistent 3% ~ 5% mass loss. There is no detectable loss of mass in the KCl flux. Yamakata et al. proposed that SrTiO₃ dissolves and recrystallizes in the SrCl₂ flux, so that the crystal morphology changes, and the crystallinity is improved. However, considering that particle shape and size is not significantly changed by the flux treatment, as shown in Figure 7-1(a), it is not feasible that the particle completely dissolves and recrystallizes. Based on the results here, a small amount of material dissolves in the flux, and likely diffuses between crystals in the liquid media. At the same time, the mean particle size will increase as the total energy will decrease with the total surface
area, which is known as particle coarsening and Ostwald ripening. Therefore, after the flux treatment, the total number of small particles will decrease and the average particle size will increase.

To eliminate the complication of the reaction with the alumina crucible, we also treated a SrTiO$_3$ single crystal substrate in molten SrCl$_2$ in a platinum crucible. In this case, the SrCl$_2$ remained in the crucible and, as shown in XRD (see Fig. 7-10(b)), was still SrCl$_2$ at the end of the experiment. However, in this case, the crystal dissolved almost completely in the salt. Based on these observations, we reach the following conclusions. First, given sufficient time, SrTiO$_3$ will dissolve in molten SrCl$_2$. However, when SrTiO$_3$ is heated in the presence of liquid SrCl$_2$ in an alumina crucible, there is a side reaction with the crucible that depletes the molten salt after dissolving only a small amount of the SrTiO$_3$.

![Figure 7-11: XRD patterns of the resulting materials by heating SrCl$_2$ in (a) an alumina crucible and (b) a platinum crucible at 1150 °C for 10 h. The materials were collected by centrifugation using deionized water.](image-url)
Figure 7-12: Phase diagram of SrCl$_2$-SrO system. Replotted from ref.\textsuperscript{25}

The XPS spectra indicate that the flux treatment leads to a hydroxyl-rich surface, and the KFM studies suggest that the flux treatment decreases the surface potential, and the SrCl$_2$ flux has a stronger influence than the KCl flux. The hydroxyl concentrations have been correlated to the surface potentials of the six samples, plotted in Figure 7-13(a), indicating that hydroxyl groups induce a negative (anodic) surface, which is consistent with the results by Zhu et al.\textsuperscript{22} Past studies agree that surface hydroxyl groups are good hole traps, promoting the anodic reaction and elongating the charge carrier lifetime.\textsuperscript{27,28} Secondly, surface hydroxyl groups are determined to be one of the primary water adsorption sites since the protonated lattice oxides easily form hydrogen bonds with water molecules.\textsuperscript{20,29} In our case, we only load reduction cocatalysts so that the anodic reaction is supposed to occur on the SrTiO$_3$ surface. Since the overall reaction rate depends on the slower one of the two half reactions, the promotion of the photoanodic reaction driven by the hydroxyl-rich surface will improve the overall reaction rate. It is also concluded that this effect is orientation dependent; from the KFM data in Fig 7-13(b), the potential of the (110) surface is reduced much more than the potential of the (100) surface. This will increase the potential difference between the two oriented surfaces from 0.07 V to 0.21 V, a situation that enhances the charge separation inside the particle. Su et al. measured surface charge on (100) and (110) facets of SrTiO$_3$ particles, and the potential difference between the two surfaces is measured to be 40 mV,\textsuperscript{30} a little lower than our measurement (70 mV). This is reasonable since we measured the potential in air, and solution species might adsorb to the surface and compensate the charge.
It is plausible to assume a larger potential difference between the two surfaces on a SrCl₂ flux treated SrTiO₃ particle, which is beneficial to photocatalytic reactivity.

**Figure 7-13:** (a) Surface hydroxyl groups concentrations (shown in bars) and surface potential (shown in dots) of the six samples. (b) Schematic illustration of the change of surface potential induced by the molten SrCl₂ and KCl flux treatment. (c) Schematic illustration of the two possible mechanisms of the hydroxyl group-rich surface.

It is interesting to speculate about how the SrCl₂ flux produces a surface with a high density of hydroxyl groups. When water adsorbs and dissociates on SrTiO₃ surface, a hydroxyl group can bond to a strontium site (Sr-OH), a titanium site (Ti-OH) or directly occupy at an oxygen site (O-H). Several works point out that Sr-rich surfaces are more easily hydroxylated compared with Ti-rich surfaces, so that increasing Sr/Ti atomic ratio on the surface might contribute to the increased hydroxyl concentration. However, based on the XPS data in Table 7-2, the changes of surface hydroxyl concentration and Sr/Ti are not proportional, implying another factor influences the system. Herein, we provide a possible explanation for the change of surface chemistry. Because of the mismatch between the Sr/Ti composition variation and the increase of hydroxyl group concentration, we assume these newly appearing hydroxyl groups should directly occupy an oxygen site. One possibility is that the SrCl₂ flux treatment removes oxygen atoms and leaves oxygen vacancies on the surface, and then hydroxyl groups directly occupy the vacancies during rinsing in water. This is supported by the finding from Fig. 7-10 that the flux might extract oxygen from the crystal to form SrO. In this case, molecular water can serve as an oxidizing agent, filling
the vacancy and transferring a proton to an adjacent oxygen atom, forming a pair of hydroxyl groups.\textsuperscript{31,32} This effect has also been observed on the BaTiO\textsubscript{3} surface.\textsuperscript{33} Another hypothesis is that the surface oxygen atoms are firstly replaced by Cl, and then replaced by hydroxyl groups, leading to the same result. And the Cl replacement hypothesis appears to depend on the cation of the salt, as SrCl\textsubscript{2} leads to greater OH\% than KCl. A schematic of these two possible routes is shown in Figure 7-13 (c).

7.5 Conclusion

The influence of the molten SrCl\textsubscript{2} flux treatment on the surface of SrTiO\textsubscript{3} has been studied. It is found that, in Al\textsubscript{2}O\textsubscript{3} crucibles, a small amount of the crystal dissolves in the flux, reducing the mass of the crystal by 3\% to 5\%. KFM studies indicate that the treatment reduces the surface potential, and the potential drop depends on crystallographic orientation. Therefore, the potential difference between (100) and (110) surfaces increases from 0.07 V to 0.21 V, building a much stronger electric field inside the particle and promoting charge separation. Besides, the decrease of surface potential is proportional to the increase of surface hydroxyl group concentration. Because hydroxyl groups serve as hole traps and contribute to the photoanodic half reaction, the rate limiting step for SrTiO\textsubscript{3}, the overall reactivity is improved.
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Chapter 8: Space Charge Engineering via Defect Compensation for Enhanced Photocatalytic Reactivity

Following Al-doped SrTiO$_3$, we have discussed the role of the molten SrCl$_2$ flux in Chapter 7, in this chapter, we are moving to the dopant effect. One question that we are going to answer is that if Al$^{3+}$ is truly special or if we could employ other elements to get a similar reactivity. Herein, we compare Al$^{3+}$ with Mg$^{2+}$ and Ga$^{3+}$. Mg$^{2+}$ and Al$^{3+}$ have a similar ion’s radius, and Ga$^{3+}$ has the same valence as Al$^{3+}$. It is found that all three elements contribute to the reactivity and the result is strongly influenced by doping concentration. At the end of this chapter, we provide a compensation model to explain the doping effect from the perspective of defect chemistry.

8.1 Introduction

The introduction of foreign ions to a host material, referred to here as doping, is a widely employed method to improve the performance of semiconductor based photocatalysts. For example, doping can modify the crystal defect structure, reduce the concentration of recombination centers and increase the charge carrier lifetime. Takata et al. demonstrated that doping SrTiO$_3$ with a lower valence cation could modify the defect structure and enhance its photocatalytic reactivity. Sakata et al. doped numerous divalent cations into Ga$_2$O$_3$ and found that Zn$^{2+}$ gave a remarkable efficiency for water splitting, which is ascribed to the increased hole concentration. Another application of doping foreign elements is to sensitize wide band gap materials for visible light response. For example, co-doing iridium ions and alkaline earth metal ions into NaNbO$_3$ and NaTaO$_3$ contributes to their photocatalytic reactivity in the visible light region. Kim et al. found that the substitution of Pb$^{2+}$ into layered perovskites is a general strategy for visible light sensitization for these ultraviolet (UV)-active materials. Moreover, a Rh-doped SrTiO$_3$ photocatalyst loaded with a Pt cocatalyst had a quantum yield of 5.2% at 420 nm for H$_2$ evolution, and this approach has been confirmed to work for CaTiO$_3$ as well.

Dopant concentration is also known to affect the photocatalytic reactivity. Sakata et al. examined the effects of Na$^+$ and found that 2 atomic% Na added to SrTiO$_3$ has the most favorable reactivity. Zhao et al. observed a volcano-like dependence on Al concentration on the hydrogen production.
rate for Al-doped SrTiO\textsubscript{3} prepared with a hydrothermal approach.\textsuperscript{13} Hideki et al. have studied NiO loaded NaTaO\textsubscript{3} with a La doping concentration from 0\% to 10\% and found that 2\% La-doped sample shows the highest reactivity for water splitting.\textsuperscript{14} The photocatalytic hydrogen production rates of Ba-doped La\textsubscript{2}Ti\textsubscript{2}O\textsubscript{7} also depend on doping concentration, and the highest reactivity is reached when 8\% Ba is added.\textsuperscript{15} As for Zn-doped Ga\textsubscript{2}O\textsubscript{3}, 1 mol\% has been determined to be the optimal doping concentration for water splitting.\textsuperscript{7} All the studies here demonstrate that the photo reactivity would first increase with dopant concentration, reach a maximum at an optimal concentration, and decrease at higher concentration. One motivation of this study is to understand the universal physical interpretation of the optimal doping concentration from the perspective of defect chemistry.

In this work, we studied the photocatalytic water splitting reactivities of acceptor doped SrTiO\textsubscript{3}, a well-known material whose defect chemistry has been thoroughly studied in past decades.\textsuperscript{16} Al\textsuperscript{3+} has been determined to be a suitable dopant to improve the photocatalytic performance of SrTiO\textsubscript{3}, and numerous works have been reported on it.\textsuperscript{17–20} In this study, we investigated the effect of Al\textsuperscript{3+} along with Mg\textsuperscript{2+} and Ga\textsuperscript{3+}, as all of them would occupy Ti\textsuperscript{4+} sites and serve as acceptor dopants. The catalysts were prepared with a hydrothermal approach, followed by a molten SrCl\textsubscript{2} flux treatment, and the hydrogen production rates were measured with a parallelized and automated photochemical reactor (PAPCR) either in pure water or in aqueous methanol solution. It is found that the three dopants contribute to the reactivity, and the doping effect strongly depends on dopant concentration and crucible materials. Brouwer diagrams were obtained by simulating the concentrations of point defects as a function of oxygen partial pressure. It is suggested that the introduction of Al\textsuperscript{3+}, Mg\textsuperscript{2+}, and Ga\textsuperscript{3+} could reduce the free electron concentration and lower the Fermi level, and the optimal reactivity is close to a situation where the oxygen vacancy donors are fully compensated by acceptors.

### 8.2 Experimental Methods

SrTiO\textsubscript{3} particles were prepared in a hydrothermal method modified from Dong et al.\textsuperscript{21} 0.2 ml of pure TiCl\textsubscript{4} (Sigma-Aldrich, 99\%) was dropped into a solution in an ice bath containing 25 ml of DI water and ethylene glycol (Alfa Aesar, 99\%+) as surfactant. The choice of the surfactant is based on our previous work showing that it yields a suitable crystal shape for charge separation.\textsuperscript{22}
After magnetic stirring for 5 min, 10 ml of 0.265 M SrCl$_2$ solution containing 0.42 g SrCl$_2$ (Sigma-Aldrich, 99.99%) and 30 ml of 3 M LiOH solution containing 2.16 g LiOH (Sigma-Aldrich, 98%) was added. Specific amounts of AlCl$_3$·6H$_2$O (Fisher Scientific, 99%), MgCl$_2$ (Sigma-Aldrich, anhydrous, ≥98%) or GaCl$_3$ (Alfa Aesar, ultra-dry, 99.999%) was added along with SrCl$_2$ to yield a concentration of 1%, 2%, 3%, 5%, and 10%. After stirring for another 30 min, the resulting solution was transferred to a 100 ml Teflon-lined hydrothermal autoclave (Techinstro). The autoclave was then heated at 180°C for 36 h in a furnace. After annealing, the solution was removed and the resulting precipitate was centrifugated four times at 4000 rpm for 12 min with deionized water and ethanol, respectively. Finally, the resulting precipitate was dried in an oven at 80 °C overnight. To conduct the SrCl$_2$ flux treatment, 0.3 g of as prepared doped SrTiO$_3$ powders were mixed with SrCl$_2$ (Alfa Aesar, 99.5%) in a ratio of 1:10 and annealed at 1150 °C in air for 10 h in an alumina crucible (Sigma-Aldrich, Coors™ high-alumina, 50 ml), a platinum crucible (Sigma-Aldrich, 30 ml), or a magnesia crucible (MSE Supplies, 30 ml). The resulting mixture was centrifugated at 4000 rpm for 18 min, four times with deionized water and then four times with ethanol, and finally dried in an oven overnight. The catalysts in this work will be denoted as “Dopant-Dopant addition-s-Crucible materials”. For example, Al$_3$-sP represents Al-doped samples with a 3% Al added that have been heated in the SrCl$_2$ flux in a platinum crucible.

RhCrO$_x$ cocatalysts were deposited (0.1 wt% Rh and 0.1 wt% Cr) on all samples with an impregnation method described elsewhere.$^{23}$ 50 mg of as prepared powdered samples were dispersed into 0.5 ml of deionized water containing appropriate amounts of Na$_3$RhCl$_6$ (Sigma-Aldrich) and Cr(NO$_3$)$_3$·6H$_2$O (Sigma-Aldrich, 99%) to yield 0.1 wt% Rh and Cr. The suspension was evaporated in a boiling water bath under constant manually stirring. The resulting powders were collected and heated at 350 °C for 1 h.

Scanning Electron Microscopy (SEM) images were obtained to determine the morphologies of all samples using a FEI Quanta 600 with a 30 kV accelerating beam and a spot size of 3. An Oxford full analytical XMAX 80mm SDD EDX detector was equipped on the SEM for chemical composition analysis (EDS). Inductively coupled plasma optical emission spectroscopy (ICP-OES) was carried out at Element Technology to determine the dopant concentration. Photocatalytic hydrogen generation rate was measured with a high-throughput method using a Paralyzed and Automated Photochemical Reactor (PAPCR).$^{22,24,25}$ In a typical measurement, 10
mg of as prepared powders were added into a 1 ml glass vial together with 0.4 ml pH 7 DI water or 10% methanol solution with unadjusted pH. The illumination was provided by two high power 380 nm UV LED chips (Chanzon). Brouwer diagrams of Al-doped SrTiO$_3$ were plotted by simulating the concentration of the point defects using a python script modified from a code on co-doping BaTiO$_3$ developed Ryu et al.$^{26,27}$ The code employs NumPy and SciPy packages on solving the electroneutrality condition equation as a function of oxygen partial pressure. The mass-action-law parameters were taken from Yoo et al.$^{28}$

### 8.3 Results

A SEM image of undoped SrTiO$_3$ prepared via a hydrothermal method is given in Figure 8-1. Particles exhibit (100) and (110) facets at a suitable ratio that promotes charge separation and a diameter around 500 nm. However, the photocatalytic reactivity of these undoped particles are low and we cannot detect the hydrogen production from these powders with the PAPCR, consistent with previous work.$^{22}$ The particles were then heated in the molten SrCl$_2$ flux in an alumina crucible, a platinum crucible, or a magnesia crucible, denoted as Undoped-sA, Undoped-sP and Undoped-sM. SEM images of the flux treated particles are given in Figure 8-1, and particles that have been flux treated in different crucibles have different morphologies. For particles flux treated in an alumina crucible, they basically retain the original shape. But, the (110) facets became rougher, and the particle edges are less defined. For particles flux treated in a platinum crucible, they grew much larger to several microns. It seems that the large flat (110) no longer exist, and the particles exhibit stacks of (100) layers growing off (100) facets of a central cube. Based on the results in Chapter 7, these crystals (-sP) likely undergo a dissolution-recrystallization process. For particles flux-treated in a magnesia crucible, they adopt shapes like an intermediate between the last two discussed, where the (110) facets compose of large evenly spaced straight steps along <100> direction.
Figure 8-1: SEM images of hydrothermally synthesized pure SrTiO$_3$ particles, denoted as “undoped”. The particles were then treated in a molten SrCl$_2$ flux in an alumina crucible, a platinum crucible, and a magnesia crucible, denoted as “undoped-sA”, “undoped-sP” and “undoped-sM”. Scale bars represent 500 nm.

Al-doped SrTiO$_3$ were prepared by introducing specific amounts of AlCl$_3$ along with the hydrothermal synthesis precursors to yield particles with 1% Al, 2% Al, 3% Al, 5% Al and 10% Al added, denoted as Al1, Al2, Al3, Al5 and Al10, respectively. Although, this does not actually mean that such an amount of Al$^{3+}$ was doped into the crystals; the actual doping concentration should increase with the dopant addition until the solubility limit is reached. Next, the crystals were treated in the molten SrCl$_2$ in an alumina crucible, a platinum crucible, or a magnesia crucible, denoted as -sA, -sP and -sM, and the SEM images of the resulting particles are given in Figure 8-2. The particle morphologies are generally consistent with those in Figure 8-1. SrCl$_2$ flux treatment in a platinum crucible yields larger particles and a layered feature on the surface. Particles that have been flux treated in an alumina crucible basically keep the original shape. While for those that were flux treated in a magnesia crucible, they are relatively irregular exposing stepped (110) facets. The amount of Al added seems to have little influence on the final shape.
Figure 8-2: SEM images of Al-doped particles that have been treated in the SrCl₂ flux in a platinum crucible (-sP), an alumina crucible (-sA) and a magnesia crucible (-sM). The numbers represent Al dopant additions. The scale bar represents 500 nm.

Photocatalytic hydrogen production rates of the 15 SrCl₂ flux treated Al-doped SrTiO₃ crystals were measured using the PAPCR in pH 7 deionized water or 10% methanol solution with an unadjusted pH. The maximum production rates were plotted in Figure 8-3 as a function of Al dopant addition (not the actual doping concentration). Particles that have been flux treated in an alumina crucible are much more reactive than those treated in a magnesia crucible or a platinum crucible. However, it seems that the Al addition has a relatively weak effect on the reactivity if the flux treatment was carried out in an alumina crucible. Flux treatment in a platinum crucible yield the lowest reactivity, and we cannot detect the hydrogen production using the PAPCR until 10% Al³⁺ was introduced into the precursors. Flux treatment in a magnesia crucible gives the intermediate reactivity, and the reactivity generally increases with the Al³⁺ addition. Adding methanol as hole scavenger will contribute to the reactivity for all samples, consistent with previous reports.²⁹ Recall that the SrCl₂ flux might dissolve Al³⁺ from the alumina crucible, as we have discussed in Chapter 7, and this explains that why the reactivity is almost the same even if AlCl₃ was not added to the precursors.
Figure 8-3: Photocatalytic maximum hydrogen production rates of Al-doped SrTiO₃ crystals in (a) pH 7 DI water and (b) 10% methanol as a function of Al addition. The crystals have been treated in the molten SrCl₂ flux in an alumina crucible, a magnesia crucible, or a platinum crucible. The bars represent standard deviations.

Mg-doped and Ga-doped SrTiO₃ were prepared by mixing specific amount of MgCl₂ or GaCl₃ into the precursors of the hydrothermal synthesis. Again, the dopant additions were controlled to be 1%, 2%, 3%, 5% and 10%. SEM images of the 15 Mg-doped SrTiO₃ images are shown in Figure 8-4 and the particle morphologies are slightly different from the Al-doped crystals. For example, Mg-doped samples flux treated in a platinum crucible have a layer-stacking feature, but we can still identify hexagonal (110) facets in Mg₁-sP and Mg₂-sP. Besides, for crystals that have undergone a SrCl₂ flux treatment in a magnesia crucible, the (110) facets in Mg-doped samples have fewer steps compared with Al-doped samples. Again, flux treatment in an alumina crucible maintain the original morphology. Photocatalytic hydrogen production rates of the 15 Mg-doped SrTiO₃ were measured and shown in Figure 8-5, and they are more reactive in general, than their Al-doped counterparts (see Fig 8-3). When the flux treatment was carried out in an alumina crucible, Mg-doped samples basically produce hydrogen at a similar level as Al-doped samples. However, when the flux treatment was carried out in a magnesia crucible and platinum crucible, Mg-doped samples are much more reactive than Al-doped samples flux-treated in those crucibles (though these are still less reactive than samples flux treated in alumina crucibles). Furthermore, a volcano-like trend is observed that the reactivity increases with the Mg²⁺ addition, reaching a maximum at 3%, and then decreases at higher Mg²⁺ additions when using Pt or MgO crucibles. This is true in both pure water and 10% methanol solutions.
Figure 8-4: SEM images of Mg-doped particles that have been treated in the SrCl$_2$ flux in a platinum crucible (-sP), an alumina crucible (-sA) and a magnesia crucible (-sM). The numbers represent Mg dopant additions. The scale bar represents 500 nm.

Figure 8-5: Photocatalytic maximum hydrogen production rates of Mg-doped SrTiO$_3$ crystals in (a) pH 7 DI water and (b) 10% methanol as a function of Mg addition. The crystals have been treated in the molten SrCl$_2$ flux in an alumina crucible, a magnesia crucible, or a platinum crucible. The bars represent standard deviations.

SEM images of the 15 flux treated Ga-doped SrTiO$_3$ crystals are given in Figure 8-6. Their morphologies are basically the same as Al-doped samples, depending on the type of crucibles for the flux treatment. The photocatalytic hydrogen production rates are plotted in Figure 8-7 as a
function of Ga addition. Consistent with the results in Fig. 8-3 and Fig. 8-5, samples heated in an alumina crucible will give the best reactivity. Unfortunately, the hydrogen productions are very low for Ga-doped samples flux treated in either a platinum crucible or a magnesia crucible. The influence of the doping concentration of Ga$^{3+}$ is not obvious in this experiment.

**Figure 8-6:** SEM images of Ga-doped particles that have been treated in the SrCl$_2$ flux in a platinum crucible (-sP), an alumina crucible (-sA) and a magnesia crucible (-sM). The numbers represent Ga dopant additions. The scale bar represents 500 nm.
Figure 8-7: Photocatalytic maximum hydrogen production rates of Ga-doped SrTiO$_3$ crystals in (a) pH 7 DI water and (b) 10% methanol as a function of Ga addition. The crystals have been treated in the molten SrCl$_2$ flux in an alumina crucible, a magnesia crucible, or a platinum crucible. The bars represent standard deviations.

Recall that the numbers describe the amount of dopant added into the precursors. To investigate the actual doping concentration, ICP-OES analysis has been carried out on selected samples. A total of five samples were measured and the corresponding doping concentrations were given in Table 8-1. Al1, Mg1, Mg3 and Ga3 represents hydrothermal doped crystals without the SrCl$_2$ treatment. The letters represent the type of dopant added, and the number represent the dopant additions: 1%, 1%, 3% and 3%. Undoped-sA corresponds to hydrothermal particles without any dopants introduced that have been treated in the molten SrCl$_2$ flux in an alumina crucible.

Table 8-1: Molar ratios determined by ICP-OES of selected SrTiO$_3$ crystals.

<table>
<thead>
<tr>
<th>Sample</th>
<th>M% / (M% + Ti%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al1</td>
<td>0.044%</td>
</tr>
<tr>
<td>Mg1</td>
<td>0.24%</td>
</tr>
<tr>
<td>Mg3</td>
<td>1.01%</td>
</tr>
<tr>
<td>Ga3</td>
<td>0.36%</td>
</tr>
<tr>
<td>Undoped-sA</td>
<td>2.58%</td>
</tr>
</tbody>
</table>

The dopant concentration of the rest of the samples were estimated with the number in Table 8-1, assuming that the dopant concentration is proportional to dopant addition, and given in Table 8-2:
Table 8-2: Molar ratios of the 15 hydrothermally doped SrTiO$_3$ crystals estimated from the data in Table 8-1. These crystals were not treated in the SrCl$_2$ flux.

<table>
<thead>
<tr>
<th>Sample</th>
<th>$\text{Al} %$</th>
<th>Sample</th>
<th>$\text{Mg} %$</th>
<th>Sample</th>
<th>$\text{Ga} %$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\text{Al} % + \text{Ti} %$</td>
<td></td>
<td>$\text{Mg} % + \text{Ti} %$</td>
<td></td>
<td>$\text{Ga} % + \text{Ti} %$</td>
</tr>
<tr>
<td>Al1</td>
<td>0.044%</td>
<td>Mg1</td>
<td>0.24%</td>
<td>Ga1</td>
<td>0.12%</td>
</tr>
<tr>
<td>Al2</td>
<td>0.088%</td>
<td>Mg2</td>
<td>0.63%</td>
<td>Ga2</td>
<td>0.24%</td>
</tr>
<tr>
<td>Al3</td>
<td>0.13%</td>
<td>Mg3</td>
<td>1.01%</td>
<td>Ga3</td>
<td>0.36%</td>
</tr>
<tr>
<td>Al5</td>
<td>0.22%</td>
<td>Mg5</td>
<td>1.49%</td>
<td>Ga5</td>
<td>0.60%</td>
</tr>
<tr>
<td>Al10</td>
<td>0.44%</td>
<td>Mg10</td>
<td>2.98%</td>
<td>Ga10</td>
<td>1.2%</td>
</tr>
</tbody>
</table>

A plausible assumption is that the platinum crucible won't introduce impurities into the samples, therefore we employ the numbers in Table 8-2 as the doping concentration for those samples that have been SrCl$_2$ flux treated in a platinum crucible (-sP). Their photocatalytic hydrogen production rates were plotted in Figure 8-8 as a function of doping concentrations. The data for undoped-sA, pure SrTiO$_3$ particles that were flux treated in an alumina crucible, was added to the figure as a hollow square. In this way, it is easier to compare the influence of the dopant elements and doping concentration. If the SrCl$_2$ flux treatment is carried out in a platinum crucible, Mg$^{2+}$ is definitely the best dopant, and Ga$^{3+}$ is the worst one. Another important finding is that the three dopants have different optimal doping concentration. As for Al-doped samples, the hydrogen production rate will increase with the doping concentration and the maximum reactivity is achieved at a number greater than 2.5\%. However, as for Mg-doped samples, the optimal reactivity is observed at 1\%, much lower than Al-doped ones. For Ga-doped samples, it is found that the reactivity increases with doping concentration, but we cannot confirm its optimal concentration using the data here. Note that, we assume concentration is constant before and after the flux treatment in a platinum crucible. But the dopants might dilute or concentrate owing to the dissolution/precipitation in the melt or the change of oxygen vacancies.
Figure 8.8: Photocatalytic maximum hydrogen production rates in DI water of Al-doped, Mg-doped, and Ga-doped SrTiO$_3$ crystals as a function of doping concentration. The undoped samples flux treated in an alumina crucible is plotted as an empty square. The rest of the samples were flux treated in a platinum crucible. The measured points are labeled with arrows.

### 8.4 Discussion

The experiments in this chapter were inspired by the idea that doping acceptor cations into SrTiO$_3$ could compensate oxygen vacancy donors and contribute to photocatalytic reactivity. Al$^{3+}$ is known to be an efficient dopant for SrTiO$_3$ since it can reduce the formation of Ti$^{3+}$ recombination centers, an important issue limiting the reactivity. Here, Mg$^{2+}$ and Ga$^{3+}$ are studied along with Al$^{3+}$ and they all occupy Ti sites. Mg$^{2+}$ has a similar ionic radius as Al$^{3+}$, and Ga$^{3+}$ has the same valence state as Al$^{3+}$. In this section, we discuss the doping effect from the perspective of defect chemistry.

SrTiO$_3$ is generally agreed to be a n-type semiconductor because of intrinsic oxygen vacancies. There might be background acceptor impurities from the source materials, such as monovalent...
alkali ions (Na(I) and K(I)) on the A-site and trivalent metals (Fe(III) and Al(III)) on the B-site. Since the oxygen vacancy concentration is much higher than the background impurities, especially in this experiment that we employed high purity precursors in the hydrothermal synthesis, the material is overall n-type. The formation of oxygen vacancies can be expressed as:

\[ O_0^+ \rightarrow \frac{1}{2} O_2(g) + V_0^- + 2e' \]  

(8.1)

The free electron is trapped by a Ti\(^{4+}\) site near an oxygen vacancy forming a Ti\(^{3+}\) recombination center:

\[ Ti_{Ti}^+(Ti^{4+}) + e' \rightarrow Ti_{Ti}^+(Ti^{3+}) \]  

(8.2)

The defect reactions of Al, Mg, and Ga doped SrTiO\(_3\) can be written assuming ionic compensation as: \(^6,28,32\)

\[ 2SrO + Al_2O_3 \xrightarrow{2SrTiO_3} 2Al_{Ti}' + 5O_0^- + V_0^- + 2Sr_{Sr}^* \]  

(8.3)

\[ SrO + MgO \xrightarrow{SrTiO_3} Mg_{Ti}^{''} + 2O_0^- + V_0^- + Sr_{Sr}^* \]  

(8.4)

\[ 2SrO + Ga_2O_3 \xrightarrow{2SrTiO_3} 2Ga_{Ti}' + 5O_0^- + V_0^- + 2Sr_{Sr}^* \]  

(8.5)

Their ionization reactions can be written as (note that they won’t have to be fully ionized and the equilibrium constant varies with dopant):

\[ \emptyset(e_{vb}^* + h_{cb}^*) = e_{vb}' + h_{cb}' \]  

(8.6)

\[ Al_{Ti}' = Al_{Ti}' + h' \]  

(8.7)

\[ Mg_{Ti}^{''} = Mg_{Ti}^{''} + 2h' \]  

(8.8)

\[ Ga_{Ti}' = Ga_{Ti}' + h' \]  

(8.9)

Here, we could see that each Mg acceptor dopant (\(Mg_{Ti}^{''}\)) can provide two positive charges, while each Al or Ga dopant can only provide one positive charge. This implies the fully compensated point, a doping concentration makes \(n = p\), should be different for \(Mg^{2+}\) and \(Al^{3+}\) (Ga\(^{3+}\)). For Mg-
doped SrTiO$_3$, it should go to the compensation point at a lower doping concentration compared with Al and Ga. The electroneutrality condition equations can then be written as:

\[ n + [Al'_{Ti}] + [Ti'_{Ti}] = p + 2[V^-_o] \]  \hspace{1cm} (8.10)
\[ n + 2[Mo'_{Ti}] + [Ti'_{Ti}] = p + 2[V^-_o] \]  \hspace{1cm} (8.11)
\[ n + [Ga'_{Ti}] + [Ti'_{Ti}] = p + 2[V^-_o] \]  \hspace{1cm} (8.12)

Note the Schottky reaction is significant in SrTiO$_3$ when $T > 1500$ °C. Since the SrCl$_2$ flux treatment is carried out at 1150 °C, the concentration of strontium vacancies should be negligibly small, thus we did not consider it here. We also ignore eq. 8.2 here as the equilibrium constant has not been reported yet. But the concentration of $Ti'_{Ti}$ traps should be proportional to the free electron concentration and the oxygen vacancy concentration (based on 8.2). To solve the electroneutrality condition equation, the concentrations of the point defects have been calculated for Al-doped SrTiO$_3$ using the mass-action-law parameters measured by Yoo et al.:

\[ \varphi = e' + h' \quad K_i/cm^{-6} = np = 6.01 \times 10^{41}\exp (-2.12 \, eV/kT) \]  \hspace{1cm} (8.13)
\[ V^-_o + \frac{1}{2}O_2 = O^+_o + 2h' \quad K_o/cm^{-3} = p^2/[V^-_o]p^{1/2} = 6.57 \times 10^{23}\exp (-2.23 \, eV/kT) \]  \hspace{1cm} (8.14)
\[ Al'_{Ti} = Al'_{Ti} + h' \quad K_{Al}/cm^{-3} = [Al'_{Ti}]/[Al'^+_{Ti}] = 2.71 \times 10^{25}\exp (-1.35 \, eV/kT) \]  \hspace{1cm} (8.15)

Brouwer diagrams of undoped SrTiO$_3$ at 1150 °C and 100 °C have been plotted in Figure 8-9 (a) and (b) as a function of oxygen partial pressure. The high temperature plots describe the situation in the molten SrCl$_2$ flux and the low temperature plots are close to the materials in the reactor. When oxygen partial pressure is set to 0.21 atm, the free electron concentration and hole concentration are on the order of $10^{17}$ cm$^{-3}$ and $10^{16}$ cm$^{-3}$ at 1150 °C. After cooling the materials, the carriers will not be thermally ionized to the same degree. However, the free electron concentration needs to be basically at the same order of oxygen vacancy concentration to keep charge neutral so it remains on the order of $10^{17}$ cm$^{-3}$, but the hole concentration will drop to the order of $10^{-5}$ cm$^{-3}$. This will enhance the n-type characteristic of the materials and shift the Fermi level to a more cathodic region.
Brouwer diagrams of undoped SrTiO\textsubscript{3} and 0.07\% Al-doped SrTiO\textsubscript{3} at 1150 °C and 100 °C. The calculation employed a python code modified from the code on co-doping BaTiO\textsubscript{3} developed by Ryu et al.\textsuperscript{26,27}

Brouwer diagrams of 0.07\% Al-doped SrTiO\textsubscript{3} are given in Figure 8-9 (c) and (d), a doping concentration describing $[V_{O}^{\prime}] \approx 2[Al^{I}_{Ti}]$. At 0.21 atm, the free electron concentration is very close to the hole concentration, meaning that the semiconductor is close to the fully compensation point. After cooling the materials, at the compensation point, there will be a precipitous drop in electron concentration which has been studied by Waser et al.\textsuperscript{34} This will significantly reduce the free electron concentration from the order of $10^{17}$ cm\textsuperscript{3} to the order of $10^{13}$ cm\textsuperscript{3}. Note that the Debye length of SrTiO\textsubscript{3} was estimated to be 3.2 nm, assuming a carrier concentration of $3 \times 10^{19}$ cm\textsuperscript{3}.\textsuperscript{35} If the dielectric constant is conserved, the six order of magnitude decrease of the free electron concentration will then increase the length of Debye length and the space charge length.
roughly 1000 times. The light penetration length is roughly 10 µm at 380 nm illumination, assuming the absorption coefficient is on the order of 100 cm⁻¹. Therefore, more photogenerated charge carriers will now be generated in the space charge layer instead of the flat band region and they can be separated by the electric field induced by band bending and migrate to the surface to participate in reactions. This will lead to a reduced charge recombination and much longer charge carrier lifetime, increasing the photocatalytic reactivity. On the other hand, adding excessive dopants lowers the Fermi level and the potential difference between the semiconductor and the solution, therefore reduces the degree of band bending, the benefit of the compensation will be lost. This explains the existence of the optimal acceptor doping concentrations for photocatalytic reactions. However, the mass action law parameters of Mg-doped and Ga-doped SrTiO₃ have not yet been reported quantitatively so that we cannot provide their Brouwer diagrams. Based on the ionization reactions (see equation 8.7), each Mg dopant can provide two positive charges, suggesting that it can compensate the oxygen vacancies more efficiently. From the data in Figure 8-8, the optimal concentration for Mg-doped samples is roughly 0.5 times of the Al-doped samples, consistent with this model. A possible reason for the poor reactivity of Ga-doped samples is that the mass law action parameter of eq.8.9 is lower than eq.8.7. A schematic illustration of our defect compensation model is presented in Figure 8-10.

![Figure 8-10: Schematic illustration of how the incorporation of Al³⁺, Mg²⁺ and Ga³⁺ influences the space charge of SrTiO₃.](image)

There are a couple of studies supporting our model from different perspectives. Zhao et al. studied the electronic structure of Al-doped SrTiO₃ using XPS and DFT and found that the incorporation of Al³⁺ might lower the Fermi level and make the material less n-type, which is consistent with
our calculation of the decrease of the free electron concentration. Their simulation also shows the sensitivity of the Al locations, if two Al ions sit next to the oxygen vacancy, the band gap of the material will resemble pure SrTiO$_3$, a situation close to the fully compensated (semi-insulated) material. Besides, the decrease of free electron concentration as well as the formation of $[Al_T'_{Ti} - V'_O - Al_T''_{Ti}]$ will reduce the formation of Ti$^{3+}$ traps that can be understood by equation 8.2. Cheng and Long studied Al-doped and Na-doped SrTiO$_3$ using nonadiabatic molecular dynamics, indicating that when two Ti$^{4+}$ ions or two Sr$^{2+}$ ions are equally replaced by Al$^{3+}$ or Na$^+$ ions, the in-gap trap state created by oxygen vacancies can be eliminated and the charge carrier lifetime increases significantly.$^{40}$ Han et al. have studied solid state prepared Mg-doped SrTiO$_3$, suggesting that the incorporation of Mg$^{2+}$ would expand the depletion layer and improve the photocatalytic reactivity.$^{41}$ Similar results have also been reported on other materials. For example, in n-type Si doped with In, as the concentration of deep acceptor levels increases in a narrow range close to the concentration of shallow donors, the electron and hole lifetimes and the photoconductivity increase by several orders of magnitude.$^{42}$

One issue that needs to be addressed is that the optimal Al concentration measured from the experiment is obviously higher than the calculated compensation point. We believe this distinction is ascribed to the fact that the calculation is based on mass action parameters in air rather than the SrCl$_2$ flux. Based on the experiments in Chapter 6, Chapter 7, and Chapter 8, the SrCl$_2$ flux treatment will lead to a different material, and the type of crucible also has a significant influence on this. One possible explanation is that the oxygen pressure is much lower in the SrCl$_2$ melt, requiring more acceptor dopants to compensate the material. This is supported by the fact that a SrTiO$_3$ single crystal substrate turned black after heating in the SrCl$_2$ flux in a platinum crucible.

$$n + 2[V'_{Sr}] + [Al_T'_{Ti}] + [Ti'_{Ti}] = p + 2[V''_O] + ([Cl_O])$$

(8.16)

Another explanation is that the defect reactions are more complex in the flux compared with air. A more completed electroneutrality condition equation can be written as equation 8.16. Note that we ignored the existence of strontium vacancies in the simulation based on the Schottky reaction parameters.$^{33}$ It should be noted that the melt is a Sr-rich environment that can further inhibit the formation of strontium vacancies. And the donor concentration could be higher than our expectation. In particular, the oxygen vacancy concentration could be higher because the melt could be a very reducing experiment. From the CLSM result in Chapter 7, the SrCl$_2$ melt is likely
to extract oxygen atoms from SrTiO$_3$ to form SrO, and this might induce a high oxygen vacancy concentration. This is also related to the previous argument on the depleted oxygen environment because the oxygen vacancy concentration is inversely proportional to oxygen partial pressure, as shown in Figure 8-9. It is also likely that other donors exist in the system, such as Cl$^-$, assuming that chlorine ions from the flux diffuse into the crystal driven by the large concentration gradient and occupy oxygen sites. All the factors described here will contribute to the free electron concentration and the n-type characteristic of SrTiO$_3$, implying that a higher acceptor concentration is needed to compensate the donors.

8.5 Conclusion

The influences of Al$^{3+}$, Mg$^{3+}$, and Ga$^{3+}$ acceptor dopants on the photocatalytic reactivity of SrTiO$_3$ have been explored in a hybrid approach. The catalysts were doped via a hydrothermal method and treated in the molten SrCl$_2$ flux, and the photocatalytic hydrogen production rates were measured with a high-throughput parallelized and automated photochemical reactor (PAPCR). The concentrations of various point defects were simulated by solving the electroneutrality condition equation as a function of oxygen partial pressure. It is found that the three dopants all contribute to the reactivity, and the results depend on the type of crucibles employed in the flux treatment. In an alumina crucible, the three dopants behave similarly; but in a platinum crucible, Mg-doped samples yielded the most hydrogen. It is found that the photocatalytic reactivity is strongly influenced by doping concentration, and the optimal concentration is close to the situation where the oxygen vacancy donors are fully compensated with acceptor dopants, which can be simplified as $[V_O^-] \approx 2[Al^{3+}_{Ti}]$, $[V_O^-] \approx [Mg^{3+}_{Ti}]$ and $[V_O^-] \approx 2[Ga^{3+}_{Ti}]$ for the three dopants, respectively. At the compensation point, the space charge layer would expand to the order of 1000 times longer, so that more photogenerated charge carriers can be separated by the field and move to the surface. The reduction of the free electron concentration associated with the formation of $[Al^{3+}_{Ti} - V_O^- - Al^{3+}_{Ti}]$ would also lower the Fermi level and inhibit the formation of Ti$^{3+}$ traps. Our work offers a plausible quantitative explanation to the effect of acceptor dopants on the reactivity of SrTiO$_3$, and the principle can be used to design and optimize more oxide photocatalysts.
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Chapter 9: Ion Exchange between Perovskite Oxides and Molten Salts: A Potential Strategy to Synthesize Highly Efficient Photocatalysts for Water Splitting

The motivation of this project is to apply the Al-doping and flux treatments to other materials. Many experiments have been carried out by our lab, like heating BaTiO$_3$ in molten BaCl$_2$ and heating PbTiO$_3$ in molten PbCl$_2$. Unfortunately, none of these materials are good catalysts. Later, we tried heating BaTiO$_3$ in molten SrCl$_2$ and this produced a very reactive photocatalyst, the best one we have ever synthesized. What’s even more surprising is that the XRD study indicated that BaTiO$_3$ converted to SrTiO$_3$ in the SrCl$_2$ flux. In this chapter, I am going to describe my understanding of this special ion exchange and how it helps synthesize good photocatalysts.

9.1 Introduction

Photocatalytic water splitting, a technique that can directly convert water into hydrogen and oxygen under illumination, has attracted significant attention in past decades. As a high density and pollutant-free energy source, solar hydrogen is considered to be a potential candidate to reduce humanity’s dependance on fossil fuels. At present, two of the major issues that limit its application are the rapid recombination process of photogenerated charge carriers and surface back reactions. Hence, a great amount of research has focused on developing catalysts with enhanced charge separation properties using a variety of strategies, such as defect engineering, facet engineering, and heterojunction construction. Currently, a molten salt flux treatment has been considered as a promising method because of its unique advantages in optimizing the properties of the SrTiO$_3$ photocatalyst. In a liquid phase media, the mass transfer between precursors is accelerated and the reaction temperature is reduced compared with conventional solid state synthesis.

Previous studies show that a molten salt treatment is an excellent approach to synthesize high crystallinity catalysts with enhanced photocatalytic reactivities. By varying the choice of the salt, it is feasible to promote particle crystallization and manipulate particle morphology to expose specific facets with enhanced charge separation properties. For example, Al-doped SrTiO$_3$
synthesized in a molten SrCl$_2$ flux is one of the most efficient semiconductor-based photocatalysts that have been developed so far.$^{19}$ By selectively photodepositing cocatalysts on (100) and (110) facets, Domen and coworkers demonstrated Al-doped SrTiO$_3$ catalysts with an external quantum efficiency of up to 96 percent at wavelengths between 350 and 360 nm for overall water splitting.$^{20}$ Besides, in the molten SrCl$_2$ flux, it has been supposed, without experimental evidence, that a high degree of crystalline structure forms which can avoid electron’s trapping inside the particles.$^{21}$ One of the motivations of this paper is to employ molten salt flux treatments to synthesize new photocatalysts with superior performance.

Another important application of molten salt treatments is to exchange foreign ions into host materials. This method has been proved to be an effective approach to sensitize wide bandgap photocatalysts to visible light. For example, Kudo and coworkers have successfully exchanged alkali ions with Ag(I) and Cu(I) ions in a series of wide-band-gap metal oxides with layered or tunneling structures and improved the photocatalytic reactivity in visible light region.$^{22,23}$ Ladasiu et al. exchanged potassium cations with protons in Dion–Jacobson type layered perovskite niobium oxides and improved the photocatalytic reactivity significantly.$^{24}$ Maggard’s group reported on molten SnCl$_2$/SnF$_2$ fluxes and successfully prepared visible light responsive photocatalysts with metastable structures such as Sn$_2$TiO$_4$,\cite{25} (Ba$_{1-x}$Sn$_x$)Nb$_4$O$_{15}$,\cite{26} and (Ba$_{1-x}$Sn$_x$)(Zr$_{1-y}$Ti$_y$)O$_3$.\cite{27} While most of the host materials for ion exchange have relatively large interstitial spaces, in this study, we focus on densely structured ABO$_3$-based perovskite oxide, an excellent photocatalyst candidate for water splitting.

Herein, we demonstrate a direct ion exchange reaction between perovskite titanate oxides and alkali earth molten salts. Through this reaction, we have successfully prepared a series of new SrTiO$_3$ photocatalysts with improved efficiency with respect to conventional SrTiO$_3$ for overall water splitting using BaTiO$_3$, PbTiO$_3$, CaTiO$_3$, and rutile or anatase TiO$_2$ as precursors in one step synthesis. Among them, BaTiO$_3$-derived SrTiO$_3$, following a probable reaction route BaTiO$_3$(s) + SrCl$_2$(l) → SrTiO$_3$(s) + BaCl$_2$(l), exhibits a remarkable performance for overall water splitting with an apparent quantum yield (AQY) over 11.37% at 380 nm. The mechanism appears to be that Sr$^{2+}$ cations exchange with Ba$^{2+}$ cations and Sr$^{2+}$ diffuse inward, while Ba$^{2+}$ diffuse outward. The ion exchanged material is observed to have SrO planar faults near the surface, and therefore appears to be Sr-excess, a condition that reduces the defect states that trap electron. At the same time, Cl$^{-}$
is nonuniformly doped into the crystals, creating an internal electric field, and this might also contribute to charge separation and enhanced photocatalytic reactivity. Furthermore, we have found that this ion exchange reaction is broadly applicable and that the A-site cations in perovskite oxides can be exchange with cations in molten salts, suggesting a promising strategy to synthesize highly efficient photocatalysts for water splitting.

9.2 Experimental Methods

**Photocatalysts synthesis.** All catalysts were prepared using a flux method. In a typical reaction, 0.3 g titanate precursor, such as SrTiO$_3$ (Sigma-Aldrich, 99.9%), BaTiO$_3$ (CERAC, 99.9%), CaTiO$_3$ (CERAC, 99.9%), PbTiO$_3$ (Alfa Aesar, 99.9%), anatase TiO$_2$ (CERAC, 99%), and rutile TiO$_2$ (Sigma-Aldrich, 99.9%), was mixed with SrCl$_2$ (Alfa Aesar, 99.5%), at a molar ratio of 1:10 with an agate mortar. The mixture was then transferred to either a covered alumina crucible (Sigma-Aldrich, Coors™ high-alumina, 50 ml) or a covered platinum crucible (Sigma-Aldrich, 30 ml) and annealed at 1150 °C for 10 h in air with a ramp rate of 10 °C/min. Next, the mixture was centrifuged four times in deionized water and four times in ethanol to remove any residue of the SrCl$_2$ flux. The powders collected through the centrifugation was dried in an oven at 80 °C overnight. In this paper, samples treated in alumina and platinum crucibles will be referred to as “precursor-sA” and “precursor-sP” respectively to highlight the materials of the precursors before the flux treatment and the crucibles.

RhCrO$_x$ cocatalysts were deposited (0.1 wt% Rh and 0.1 wt% Cr) on all samples with an impregnation method described elsewhere. 50 mg of as prepared powdered samples were dispersed into 0.5 ml of deionized water containing appropriate amounts of Na$_3$RhCl$_6$ (Sigma-Aldrich) and Cr(NO$_3$)$_3$.6H$_2$O (Sigma-Aldrich, 99%) to yield 0.1 wt% Rh and Cr. The suspension was evaporated in a boiling water bath under constant manually stirring. The resulting powders were collected and heated at 350 °C for 1 h.

**Characterization.** The crystal phase was analyzed with an Empyrean X'pert PRO X-ray Diffractometer (PANalytical, Philips, Netherlands) in the range of 20–90° using a step size of 0.01°, equipped with a high-intensity (45 kV, 40 mA) Cu Kα radiation source (Kα1 = 1.5406 Å, Kα2 = 1.5444 Å). Scanning Electron Microscopy (SEM) images were obtained to determine the
morphologies of all samples using a FEI Quanta 600 with a 30 kV accelerating beam and a spot size of 3. An Oxford full analytical XMAX 80mm SDD EDX detector was equipped on the SEM for chemical composition analysis (EDS). The particle cross-section samples were prepared using a focused ion beam (FIB) milling process with a gallium source on an FEI NOVA 600. Transmission electron microscopy (TEM) images were recorded with a Thermal Fisher Themis 200 at 200 kV. XPS spectra were recorded using a SPECS System with a PHOIBOS 150 Analyzer. 

\[
\text{N}_2 \text{ adsorption–desorption measurements (Nova 2200e, Quanta- chrome, FL), used to determine the specific surface areas of powders through a Brunauer–Emmett–Teller (BET) approach, was performed at 77 K using a multi-point method. The sample was degassed at 120 °C for 24 h prior to measurement. UV-vis diffuse reflectance spectra were recorded on an OL 770 Multi-Channel Spectroradiometer (Optronic Laboratories). Inductively coupled plasma optical emission spectroscopy (ICP-OES) was carried out at Element Technology to determine the Al}^{3+} \text{ concentration. X-ray fluorescence spectroscopy (XRF) was used to measure the concentration of Cl}^{-} \text{ in samples using an Oxford X-supreme 8000.}
\]

**High-throughput screening of photocatalysts.** Photocatalytic hydrogen generation was measured with a high-throughput method using a paralyzed and automated photochemical reactor (PAPCR) which enables us to study up to 108 samples simultaneously.\(^{29-31}\) The reactor array consists of 108 1 ml glass vials with 10 mg catalyst powders added, and the illumination is provided by two high power LED chips (Chanzon). The illumination wavelength of the LEDs is 380 nm. To explore the solution effect on the photocatalysts, 0.4 mL of DI water whose pH was adjusted to pH 2, pH 7, and pH 12 or 10% methanol solution with a natural pH was injected into each vial. The headspace of the vials was covered by a layer of H\(_2\) sensitive film (DetecTape, Tape-Midsun Specialty Products) whose color will change from light to dark when exposed to H\(_2\). The calibration between the film darkness and local H\(_2\) concentration has been extensively reported in our previous publication (and Appendix 4).\(^{31}\) During a 16 h illumination, the H\(_2\) sensitive film is captured by a camera every 6 minutes and the pictures were used to calculate the rate of hydrogen production.

**Apparent quantum yield measurement.** To measure the apparent quantum yield (AQY), a gas-chromatography based reactor setup is employed. In a measurement, 200 mg degassed catalyst powders, together with 20 ml DI water, is added into a 50 ml EPA glass vial with argon atmosphere
inside. The vial is illuminated for 3 hours by two LEDs with a peak wavelength at 380 nm. After illumination, the amount of hydrogen in the vial headspace is analyzed with a gas chromatography. The light intensity of the LEDs is measured with a photodiode. The resulting photon fluxes are integrated over the bottom area of the vial (4.9 cm²), with the irradiation of the photocatalyst estimated to be $5.6 \times 10^{16}$ photons s⁻¹. The AQY is calculated according to the following equation:

$$AQY(\%) = \frac{\text{number of } H_2 \text{ molecules produced} \times 2}{\text{number of incident photons}} \times 100\%$$

### 9.3 Results

SEM images of the six titanate precursors after the molten SrCl₂ treatment in alumina crucibles are shown in Figure 9-1(a). For SrTiO₃ powders treated in the flux (denoted as STO-sA), particles exhibit cube shapes bounded by {100} crystal planes, which is consistent with previous reports.³² Similarly, for BaTiO₃ and PbTiO₃ powders treated in the molten SrCl₂, denoted as BTO-sA and PTO-sA, respectively, particles exhibit cubic shapes while the particle sizes are slightly different. As for CaTiO₃ powders treated in the molten SrCl₂, denoted as CTO-sA, the particle shape is relatively irregular, and the edges are less defined. However, for the molten SrCl₂ treated rutile and anatase TiO₂, denoted as Rutile-sA and Anatase-sA, particles have much larger sizes around several microns. Also, they have truncated edges and corners, exhibiting (110) and (111) facets. Powder X-ray diffraction has been carried out on the six samples and the resulting patterns are given in Fig. 9-1(b). All samples exhibit a cubic symmetry with sharp peaks, and the patterns are close to standard SrTiO₃, plotted as black droplines in Fig. 9-1(b), suggesting that all titanates became high crystallinity SrTiO₃ after the molten SrCl₂ flux treatment. A magnified image for the (110) reflection is shown in Fig. 9-1(b) in a separated panel. It is found that STO-sA, Rutile-sA and Anatase-sA exhibit symmetric peaks, while for the other three, the peaks are slightly asymmetrical. BTO-sA, as well as PTO-sA, has a small tail at the left side of the peak, indicating that a small portion of the precursors remained in the powders. As for CTO-sA, a small tail is observed at the right side of the (110) peak, and all peaks shift to larger angles with respect to the standard SrTiO₃ pattern. The lattice parameters of all patterns have been refined using HighScore and are given in Table 9-1.
Figure 9-1: (a) SEM images of molten SrCl₂ flux treated SrTiO₃, BaTiO₃, PbTiO₃, CaTiO₃, rutile and anatase TiO₂. Scale bar: 2 µm. (b) XRD patterns of the six flux treated samples with a standard SrTiO₃ pattern plotted as black droplines (ICDD: 01-074-1296). (c) Photocatalytic maximum H₂ production rates from the six samples in 10% methanol solution, pH 2 water, pH 7 water and pH 12 water under 380 nm illumination.

Table 9-1: Refined lattice parameters and unit cell volumes (refined with HighScore) of the six samples in Figure 9-1. The reference lattice parameter of SrTiO₃ (ICDD: 01-073-0661) is 3.9050 Å.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Lattice parameter (Å)</th>
<th>Cell Volume (Å³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>STO-sA</td>
<td>3.9050(1)</td>
<td>59.55</td>
</tr>
<tr>
<td>BTO-sA</td>
<td>3.9054(1)</td>
<td>59.56</td>
</tr>
<tr>
<td>PTO-sA</td>
<td>3.9085(9)</td>
<td>59.71</td>
</tr>
<tr>
<td>CTO-sA</td>
<td>3.8989(1)</td>
<td>59.23</td>
</tr>
<tr>
<td>Rutile-sA</td>
<td>3.9046(6)</td>
<td>59.53</td>
</tr>
<tr>
<td>Anatase-sA</td>
<td>3.9047(5)</td>
<td>59.54</td>
</tr>
</tbody>
</table>

Photocatalytic water splitting experiments have been carried out on the six samples using the PAPCR in a variety of solutions illuminated by 380 nm LEDs, and the maximum H₂ evolution rates are shown in Figure 9-1(c). STO-sA, Anatase-sA and Rutile-sA show photocatalytic reactivities at a similar level that can produce H₂ at a rate of 4 µmol h⁻¹ in pH 7 water. PTO-sA shows a much lower reactivity, and CTO-sA cannot produce enough H₂ to be measured by our reactor. BTO-sA shows the highest reactivity, producing H₂ at a rate of 10 µmol h⁻¹ in pH 7 water, which is about 2.5 times reactive compared with the regular STO-sA. Adding methanol as hole scavenger will improve the H₂ production rates except for BTO-sA and Rutile-sA. As for the pH
effect, all catalysts are more reactive at pH 7 and pH 12 than pH 2, which is consistent with our previous work.\textsuperscript{31,33} Using our GC-based reactor setup, BTO-sA can produce 57.3 µmol H\textsubscript{2} in 3 hours under the same illumination and the apparent quantum yield is determined to be about 11.4% under 380 nm. It is noted that the actual AQY might be even higher because the powders are not dispersed in water but just sitting at the bottom of the vial, and this may block the light coming from the LEDs. Owing to the excellent reactivity of BTO-sA, more studies have been carried out on this material.

The XRD pattern in Fig. 9-1(c) indicates that Ba\textsuperscript{2+} exchanges with Sr\textsuperscript{2+} during the molten salt treatment, therefore we adjusted the annealing time and temperature to understand the reaction more thoroughly. Figure 9-2(a) shows the XRD patterns of BaTiO\textsubscript{3} treated in the molten SrCl\textsubscript{2} flux at different temperature and time. All patterns exhibit cubic symmetry with peaks only attributed to SrTiO\textsubscript{3}. From the magnified (110) reflections, it is observed that the tail at the left side of the peak shrinks when increasing the annealing temperature and time. Since the tail corresponds to Ba\textsuperscript{2+} remaining in the crystals, it is concluded that the exchange rate (what percentage of Ba\textsuperscript{2+} was exchanged by Sr\textsuperscript{2+}) will increase with the annealing temperature and time. Lattice parameters have been refined from the patterns, given in Fig. 9-2(b), showing that the cell volume decreases with the increasing annealing temperature and time, which is consistent with the XRD patterns. Photocatalytic water splitting reactions have been carried out on the seven samples and the H\textsubscript{2} production rates in pH 7 and pH 12 DI water are shown in Fig. 9-2(c) and (d). The H\textsubscript{2} production rate will increase with the ion exchange, indicating that the diffusion of Sr\textsuperscript{2+} (Ba\textsuperscript{2+}) cations into (out of) the crystal contributes to the improvement of the photocatalytic reactivity.
Previous studies reported that the SrCl₂ flux treatment in alumina crucibles will incorporate Al³⁺ ions into SrTiO₃ lattice, and this will increase the photogenerated charge carrier lifetime by inhibiting the formation of Ti³⁺ defects. ²¹,³⁴ Therefore, it is likely that our SrTiO₃ samples prepared with this ion exchange reactions will have Al³⁺ doped as well. To examine this, ICP-OES analysis was carried out on the BTO-sA as well as the benchmark sample STO-sA, and the results are presented in Table 9-2. The results confirm that Al³⁺ is incorporated into both samples since alumina crucibles would slightly dissolve in the flux. However, the Al³⁺ concentration of BTO-sA is obviously lower than STO-sA. At the same time, Ba²⁺ is still measurable in the samples which is consistent with the XRD pattern, indicating that the exchange reaction is not quite completed yet. We also detected Cl⁻ in both samples with XRF that BTO-sA has a higher Cl⁻ concentration and this might be ascribed to the diffusion of Cl⁻ anions into the samples from the flux. Because of the existence of large Ba²⁺ cation expanding the lattice, Cl⁻ might be much easier.
to diffuse into the samples and occupy oxygen sites, forming a donor defect Cl\textsuperscript{−}. It is noted that, before the XRF measurements, the sample will be washed for half an hour with vacuum filtration to completely remove any SrCl\textsubscript{2} flux residues. Besides, BET data show that the two samples have similar surface area so this cannot explain their different reactivities.

Table 9-2: BET surface areas, Al\textsuperscript{3+} and Ba\textsuperscript{2+} concentrations determined by ICP-OES, Cl\textsuperscript{−} concentrations determined by XRF of STO-sA and BTO-sA.

<table>
<thead>
<tr>
<th>Sample</th>
<th>BET Surface Area (m\textsuperscript{2}/g)</th>
<th>ICP-OES Data</th>
<th>XRF Concentration</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Al</td>
<td>Ba</td>
</tr>
<tr>
<td>STO-sA</td>
<td>1.6273</td>
<td>0.7%</td>
<td>0%</td>
</tr>
<tr>
<td>BTO-sA</td>
<td>1.7972</td>
<td>0.38%</td>
<td>1.94%</td>
</tr>
</tbody>
</table>

Another experiment varying the Al concentration has been carried out by heating BaTiO\textsubscript{3} together with additional Al\textsubscript{2}O\textsubscript{3} from 0% to 5% (Al metal concentration) during the flux treatment. To further confirm the influence of Al\textsuperscript{3+} in this material, we carried out the SrCl\textsubscript{2} flux treatment in either a Pt crucible or an Al\textsubscript{2}O\textsubscript{3} crucible, denoted as BTO-sP and BTO-sA, respectively. SEM images of BTO-sA and BTO-sP without additional Al added are given in Figure 9-3(a) and (b). It is found that both crucible materials and Al addition will influence the particle shape and size. When no additional Al added, for alumina crucible samples, particles exhibit a cuboid shape with an average particle size about a half a micrometer; for Pt crucible samples, particles will grow to cubes as large as several micrometers and a step structure is observed on particle edges. Note that these results are similar to what we observed in Chapter 8. The cubed shape is close to its equilibrium shape as reported since (100) surface has the minimum energy.\textsuperscript{35,36} The increasing particle size is ascribed to the result of coarsening that atoms transport between particles.\textsuperscript{37} As additional Al is added into the flux, as shown in Figure 9-4 and 9-5, particles will become smaller and more irregular. Recall that we have found that SrCl\textsubscript{2} will react with Al\textsubscript{2}O\textsubscript{3} at this temperature forming Sr\textsubscript{3}Al\textsubscript{2}O\textsubscript{6} and change the flux composition in Chapter 7. As more Al\textsubscript{2}O\textsubscript{3} added, the flux treatment will naturally terminate, and crystals are less likely to convert to their equilibrium shape or coarsen. This also explains why BTO-sP are much larger than BTO-sA since no Al can dissolve from a Pt crucible.
Figure 9-3: SEM images of BaTiO$_3$ treated in molten SrCl$_2$ flux in an alumina crucible or a platinum crucible are shown in (a) and (b), respectively. Scale bars are shown in the images. Maximum H$_2$ production rates measured with the PAPCR of BaTiO$_3$ treated in the molten SrCl$_2$ flux with different amount of Al added in an alumina crucible or a platinum crucible are shown in (c) and (d). The concentration of Al$^{3+}$ and Cl$^-$ are determined with EDS and shown in the images in a different axis.
**Figure 9-4:** SEM images of BaTiO$_3$ treated in the SrCl$_2$ flux in an alumina crucible with different amount of Al added.

**Figure 9-5:** SEM images of BaTiO$_3$ treated in the molten SrCl$_2$ flux in a platinum crucible with different amount of Al added.
Figure 9-6: XRD patterns of BaTiO$_3$ treated in the molten SrCl$_2$ flux with different amount of Al$_2$O$_3$ added in an alumina crucible or a platinum crucible are shown in (a) and (b), respectively. A magnified image of the (110) reflection is given in a separated panel in both (a) and (b). Lattice parameters have been refined with HighScore and given in (c) and (d). The bars represent standard deviations. Note that the minor peaks at 38.6°, 44.9° and 65.3° are attribute to the (111), (200) and (220) reflections of the Al sample stage in the diffractometer but not from the samples.

Photocatalytic H$_2$ production from BTO-sA and BTO-sP with different Al additions was measured with the PAPCR in different solutions and shown in Fig. 9-3(c) and (d). In summary, BaTiO$_3$ powders treated in an alumina crucible are much more reactive than those treated in a Pt crucible, consistent with the observation in Chapter 8. If the flux treatment is carried out in an alumina crucible, adding additional Al seems to have minor contribution to the photocatalytic reactivity. From the EDS data, Al$^{3+}$ concentration decreases with the Al added and this is likely due to the actual reaction time will decrease with the amount of Al added. Cl$^-$ is detectable in these samples as well. If the flux treatment is carried out in a Pt crucible, adding additional Al will contribute to the reactivity significantly. When 0% or 1% Al is added in the flux, the resulting powders are brown and cannot produce enough H$_2$ that can be detected by the PAPCR. After 2% or more Al added, the powders become white and start to produce H$_2$ in a comparable level with STO-sA.
From the EDS data, both Al$^{3+}$ and Cl$^{-}$ are related to the photocatalytic reactivity. It is likely a co-doping effect occurs in this BaTiO$_3$-derived SrTiO$_3$ catalyst and contributes to the photocatalytic reactivity. XRD patterns and refined lattice parameter of BTO-sA and BTO-sP with different Al added during the flux treatment are presented in Figure 9-6. For samples from alumina crucibles, adding Al into the flux will firstly expand the lattice, increase the cell volume, and then decrease it, which is consistent with the trend of Cl$^{-}$ concentration determined by EDS. For Pt crucible ones, when the Al addition is 0% and 1%, the tail that we observed at the left side of the (110) reflection disappeared, indicating that Ba$^{2+}$ was completely exchanged by Sr$^{2+}$ and the lattice is close to a standard SrTiO$_3$. Adding more Al will expand the lattice, let more Cl$^{-}$ incorporate into the crystal, and this might contribute to the photocatalytic reactivity.

XPS was employed to study the surface composition and chemical states of pristine SrTiO$_3$, STO-sA and BTO-sA. Figure 9-7 (a) shows the high-resolution Sr 3d spectrum of pristine SrTiO$_3$ purchased from Sigma-Aldrich without any treatment. Sr$^{2+}$ peaks have been deconvoluted into SrO and SrTiO$_3$, and the doublets located around 134.8 eV and 132.9 eV can be assigned to 3d$_{3/2}$ and 3d$_{5/2}$. Sr 3d spectra of STO-sA and BTO-sA have been recorded and shown in Fig. 9-7 (b) and (c). The relative Sr$^{2+}$ species ratios of SrO to SrTiO$_3$ are calculated and shown in Table 9-3, showing that the SrCl$_2$ flux treatment increased the SrO concentration on the surface slightly. Ti 2p spectrum of pristine SrTiO$_3$ is shown in Figure 9-7 (d), and spectrum is divided into Ti 2p$_{1/2}$ and Ti 2p$_{3/2}$ peaks at around 464.7 eV and 458.7 eV, respectively. A second doublet can be deconvoluted from the spectra at 463.1 eV and 457.1 eV, suggesting the existence of Ti$^{3+}$ defects. The percentage of Ti$^{3+}$ is calculated to be 36.4% in pristine SrTiO$_3$ but relatively lower in flux treated samples, which is determined to be 29.6% and 27.7% for STO-sA and BTO-sA, shown in Fig. 9-7 (e) and (f) and Table 9-3. Composition ratios of Sr/Ti have been calculated to be 0.84, 1.42 and 1.35 for pristine SrTiO$_3$, STO-sA and BTO-sA, respectively, suggesting that the SrCl$_2$ flux treatment leads to a significantly Sr-rich surface environment. Additionally, O 1s scans of the three samples are presented in Figure 9-7 (g)-(i). The primary peak close to 529.9 eV is attributed to lattice O$^{2-}$ ions bonded to metal cations, and the second peak at around 532.3 eV is ascribed to hydroxyl-groups (-OH) on the surface.$^{40,41}$ Compared with pristine SrTiO$_3$, the percentage of hydroxyl-group increases from 24.3% to 40.2% and 36.2% for STO-sA and BTO-sA, respectively. High resolution scans of Al$^{3+}$, Cl$^{-}$ and Ba$^{2+}$ in STO-sA and BTO-sA have been conducted, and it is concluded that Al$^{3+}$ is detectable on the surface of both samples, Cl$^{-}$ is only
detected on STO-sA surface and Ba\textsuperscript{2+} is detected on BTO-sA surface. Note that the XPS data here is quite different from the data for single crystals (see Chapter 7), and this might imply that the powder samples are less stoichiometric.

**Figure 9-7:** High resolution XPS spectra of Sr 3d region in (a) pristine SrTiO\textsubscript{3}, (b) STO-sA, (c) BTO-sA; Ti 2p region in (d) pristine SrTiO\textsubscript{3}, (e) STO-sA, (f) BTO-sA; and O 1s scan in (g) pristine SrTiO\textsubscript{3}, (h) STO-sA, (i) BTO-sA.

**Table 9-3:** Surface Compositions and Chemical State of Sr, Ti and O of pristine SrTiO\textsubscript{3}, STO-sA and BTO-sA determined from XPS spectra.

<table>
<thead>
<tr>
<th>Catalyst</th>
<th>Sr 3d</th>
<th>Ti 2p</th>
<th>O 1s</th>
<th>Sr/Ti</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SrO</td>
<td>SrTiO\textsubscript{3}</td>
<td>Ti\textsuperscript{3+}</td>
<td>Ti\textsuperscript{4+}</td>
</tr>
<tr>
<td>Pristine STO</td>
<td>5.7%</td>
<td>94.3%</td>
<td>36.4%</td>
<td>63.6%</td>
</tr>
<tr>
<td>STO-sA</td>
<td>12.4%</td>
<td>87.6%</td>
<td>29.6%</td>
<td>70.4%</td>
</tr>
<tr>
<td>BTO-sA</td>
<td>11.9%</td>
<td>88.1%</td>
<td>27.7%</td>
<td>72.3%</td>
</tr>
</tbody>
</table>
9.4 Discussion

The results indicate that ion exchange can occur between densely structured perovskite titanates and molten salts. In a highly concentrated molten SrCl\(_2\) flux, Ba\(^{2+}\), Ca\(^{2+}\), and Pb\(^{2+}\) cations can be exchanged by Sr\(^{2+}\) cations by mass diffusion forming high crystallinity SrTiO\(_3\). One might suggest that the oxide dissolves in the flux and then recrystallizes to form SrTiO\(_3\) due to the thermodynamic stability. To examine this possibility, we prepared particle cross section samples via FIB milling. After cutting several BTO-sA particles, as shown in Figure 9-8 (a), cubic cavities were observed at the center of the particles with a diameter of about 10 nm. We believe that this is attributed to the well-known Kirkendall effect resulting from the difference in diffusivities of the two atoms\(^{42}\), which is commonly observed in diffusion couples\(^{43}\) and hollow nanomaterials synthesis.\(^{44}\) In our case, Ba\(^{2+}\) and Sr\(^{2+}\) ions exchange with the assistance of vacancies at different rates, if Ba diffuses out of the crystal faster than Sr diffuses in, then internal cavities can form. And Ti is supposed to diffuse along with Ba to the surface as well. Hence, this is the evidence that the reaction is controlled by mass diffusion instead of dissolution and recrystallization. Note that Kirkendall pores are observed in PTO-sA and CTO-sA as well, shown in Figure 9-9, indicating that a similar ion exchange reaction is going on. There are a number of studies showing that hollow particles might exhibit a red shift of the absorption edge compared with solid ones and thus have high photocatalytic reactivity.\(^{45,46}\) However, considering the much smaller volume ratio of the cavity to our particle, it is less likely that the optical properties can be significantly enhanced. UV-vis diffuse reflectance spectrum of the BTO-sA sample has been recorded, and the bandgap is determined to be 3.27 eV (not shown here), similar to the value of standard SrTiO\(_3\).\(^{47}\) This cannot explain the superior photocatalytic reactivity of the sample, especially since PTO-sA and CTO-sA are not improved photocatalysts, but also have voids inside.

Figure 9-8: (a) SEM images of BTO-sA particle cross section samples prepared via FIB milling. (b) EDS element maps of the box region in (a).
EDS analysis has been carried out on a BTO-sA particle cross section (the box region in Fig. 9-8(a)) and the element maps are shown in Fig. 9-8(b). Ba$^{2+}$, Al$^{3+}$, and Cl$^{-}$ are detected inside the particle, which is consistent with the chemical analysis results in Table 9-3. Among them, Cl$^{-}$ shows an obvious uneven distribution and mostly accumulates at the center of the particle, this explains why we can’t detect Cl$^{-}$ under XPS since the information depth of XPS is generally below 10 nm. Considering the mass transfer between Ba$^{2+}$ and Sr$^{2+}$, Cl$^{-}$ is likely to incorporate into the crystal because of the concentration gradient and lattice expansion. As a control, we have prepared STO-sA particle cross-section samples but cannot detect Cl$^{-}$ inside the crystal, confirming the correlation between the uneven Cl$^{-}$ distribution and ion exchange. Furthermore, no interior voids were observed. Because the diffusing atoms are compensated by vacancies, and the voids originates from the accumulation of vacancies, the absence of voids is consistent with the idea that the voids form because of the Kirkendall effect. It is likely that Ba$^{2+}$ and Sr$^{2+}$ ions diffuse through A-site vacancies and meantime Cl$^{-}$ diffuse into the crystal forming Cl$^*_0$ donors. While this is just a likely explanation, further studies are necessary to fully understand the mechanism of this special ion exchange reaction in future. Benefited from the nonuniformly distributed positive charged Cl$^*_0$, it is thought that the center of the particle is Cl doped and the rest of the particle is vacancy doped, therefore an internal electric field is built inside the particle, driving more photogenerated holes to migrate to the surface and participate in reactions. Since the overall reactivity depends on the slower one of the two half reactions, the promotion of the anodic half reaction should increase the overall reaction rate of SrTiO$_3$.  

Figure 9-9: SEM images of particle cross section samples of (a) PTO-sA and (b) CTO-sA. Kirkendall pores are observed in both samples. Scale bars are shown in the images. Note that the small particles in (b) correspond to redeposition during ion milling.
Figure 9-10: (a) High resolution TEM image of a particle edge of BTO-sA. (b) SAED pattern recorded on the lattice in (a). Bright field and dark field images on the same particle edge are shown in (c) and (d). Scale bars are given in the images.

TEM studies have been carried out to further understand the structure of BTO-sA. Although the particle surface looks quite uniform under SEM, we observed Morié patterns on particle edges under TEM. A high-resolution image recorded on a particle edge is given in Fig. 9-10(a), the length of each layer is determined to be around 10 nm and the d-spacing is measured to be about 0.28 nm, corresponding to (110) planes of SrTiO$_3$. Selected-area electron diffraction (SAED)
pattern recorded on the lattice fringes is shown in Fig. 9-10(b) with brighter spots in the center column corresponding to reflections near SrTiO$_3$ [110] zone axis. Another two columns of weak split spots are observer on both sides of the SrTiO$_3$ (110) reflections, corresponding to reflections from a long range superlattice structure with a different stacking period. Bright field and dark field TEM images recorded on the same particle but in a lower magnification are given in Fig 9-10(c) and (d), respectively. The dark field image was recorded by selecting the SrTiO$_3$ (220) reflection in Fig. 9-10(b). From the dark field image, it is found that the particle is not uniform, composed of SrTiO$_3$ whose (110) planes have the ideal spacing (bright areas) and other regions that do not have the same spacing (dark areas). FFT and inverse-FFT analysis of the lattice fringes are given in Figure 9-11, suggesting that the split superlattice spots originate from the irregularly spaced planer defects. A plausible explanation for the observations here is that the perovskite particle surface has extra SrO planes in the near surface region, a situation similar to the Sr$_{n+1}$Ti$_n$O$_{3n+1}$ Ruddlesden-Popper structure, but without the long range order. In this case, the split spots come from the diffraction close to [111] zone of the Ruddlesden-Popper superlattice, and the Morié patterns arise from the interference between the defected lattices on the two sides of the edges. Past studies agreed that a Sr-rich environment reduces the concentration of recombination centers and improves the photocatalytic reactivity. Sun et al. suggested that the Ruddlesden-Popper phase has a 2D charge transport character that is beneficial to charge separation. Additional TEM images supporting this argument are presented in Figure 9-12. None of these microstructure defects are found in in regular STO-sA, indicating that they might arise from the ion exchange reaction. The formation of SrO$_x$:SrTiO$_3$ in the near surface region attracts Ti toward the surface to relax it to SrTiO$_3$, which also serves a role in the formation of the Kirkendall voids.
Figure 9-11: (a) FFT pattern of the lattice fringes in Fig. 9-10(a). (b) Inverse-FFT pattern by selecting the split spots in (a).

Figure 9-12: A high resolution TEM image of a BTO-sA particle edge is given in (a) with its corresponding (b) SAED pattern and (c) FFT pattern. (d) Inverse-FFT pattern by selecting the split spots in (c).

From the Pt crucible experiments, shown in Fig. 9-3(d), the incorporation of Al$^{3+}$ into the lattice is necessary to prepare reactive SrTiO$_3$ photocatalyst. Extensive studies have been carried out on
Al-doped SrTiO$_3$ photocatalysts,\textsuperscript{19,20,31,32,38,52–54} and it is understood that Al$^{3+}$ can eliminate the formation of Ti$^{3+}$ recombination centers, increase the lifetime of charge carriers and improve the photocatalytic reactivities.\textsuperscript{6,34} Note that this same process decreases the concentration of carriers and increase width of the depletion region (see Chapter 8). Also, the incorporation of Al$^{3+}$ has to be along with a molten SrCl$_2$ flux treatment to reach superior water splitting reactivity. We have found that the SrCl$_2$ flux treatment can modify the surface chemistry by introducing a much higher surface hydroxide group concentration, increase the potential difference between the (100) and (110) surfaces and enhance the ability of SrTiO$_3$ to separate charge. These have been thoroughly discussed in Chapter 7 and Chapter 8. However, these observations cannot explain why our ion-exchanged SrTiO$_3$ samples prepared via treating BaTiO$_3$ in the molten SrCl$_2$ flux has a better reactivity compared with the normal SrCl$_2$ flux treated SrTiO$_3$ even it has a lower Al$^{3+}$ concentration.

We believe that the better photocatalytic reactivity is mainly owing to its nonuniform distribution of Cl$_0$ donors and the SrO planar defects formed in the near surface region during ion exchange. To supplement this, we have studied why CTO-sA and PTO-sA have relatively low reactivities. From the XRD data of CTO-sA, it is observed that the exchange rate is much lower, suggesting that Ca$^{2+}$ is much harder to be replaced by Sr$^{2+}$. After a second SrCl$_2$ flux treatment, the photocatalytic reactivity of CTO-sA increases and can be detected by the PAPCR. As for PTO-sA, the insoluble PbCl$_2$ formed during the flux treatment might remain on the particle surface and block the light. By soaking the same sample in acidic solutions for some time, the reactivity will increase significantly. The photocatalytic hydrogen production data of the improved PTO-sA and CTO-sA is given in Figure 9-13.
Figure 9-13: (a) Photocatalytic maximum $\text{H}_2$ production rates of PTO-sA and the same sample that has been soaked in 10% methanol solution, pH 2 water, pH 7 water and pH 12 water for 1 or 2 weeks. The illumination is provided by 380 nm LEDs. (b) Photocatalytic maximum $\text{H}_2$ production rates of CaTiO$_3$ that have been treated in the SrCl$_2$ flux for one or two times. The rates are measured in 10% methanol, pH 2 water, pH 7 water and pH 12 water under 380 nm illumination.

The observation of ion exchange in molten SrCl$_2$ inspired us to explore more ion exchange reactions between perovskite oxides and molten salts. To explore this, BaTiO$_3$, SrTiO$_3$ and CaTiO$_3$ are heated in 10 times ratio of molten CaCl$_2$ and MgCl$_2$. It is not surprised that Ca$^{2+}$ can replace Sr$^{2+}$ or Ba$^{2+}$ from SrTiO$_3$ and BaTiO$_3$ to form CaTiO$_3$. Heating SrTiO$_3$ in molten BaCl$_2$ can only form a solid solution with a cubic symmetry indicating a low exchange rate. MgCl$_2$, on the other hand, reacts with CaTiO$_3$ and SrTiO$_3$ to form Mg$_2$TiO$_4$. Similarly, titania reacts with molten SrCl$_2$ to form SrTiO$_3$. These reactions are not topoatactic and unlikely to proceed by ion exchange. The results are summarized in Table 9-4. Together with the results on the molten SnCl$_2$/SnF$_2$ flux published by Maggard’s group, it is thought that this ion exchange reaction can be applied to many perovskite oxide materials. It is concluded that, in a ABO$_3$ perovskite oxide, the cations in a molten salt can exchange with the A-site cations following a size rule that smaller cations can replace larger cations easily. Meanwhile, we believe this reaction provides a new strategy to synthesis new photocatalysts with enhanced reactivity for overall water splitting.
Table 9-4: Summary of ion exchange materials in this work.

<table>
<thead>
<tr>
<th>Precursor</th>
<th>Flux</th>
<th>Product</th>
<th>Exchange Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>BaTiO$_3$</td>
<td>SrCl$_2$</td>
<td>SrTiO$_3$</td>
<td>94.5%</td>
</tr>
<tr>
<td>PbTiO$_3$</td>
<td>SrCl$_2$</td>
<td>SrTiO$_3$</td>
<td>86.7%</td>
</tr>
<tr>
<td>CaTiO$_3$</td>
<td>SrCl$_2$</td>
<td>SrTiO$_3$</td>
<td>68.5%</td>
</tr>
<tr>
<td>Sr$_2$TiO$_4$</td>
<td>SrCl$_2$</td>
<td>SrTiO$_3$</td>
<td>100%</td>
</tr>
<tr>
<td>BaTiO$_3$</td>
<td>CaCl$_2$</td>
<td>CaTiO$_3$</td>
<td>94.6%</td>
</tr>
<tr>
<td>SrTiO$_3$</td>
<td>CaCl$_2$</td>
<td>CaTiO$_3$</td>
<td>74.1%</td>
</tr>
<tr>
<td>SrTiO$_3$</td>
<td>MgCl$_2$</td>
<td>Mg$_2$TiO$_4$</td>
<td>100%</td>
</tr>
<tr>
<td>CaTiO$_3$</td>
<td>MgCl$_2$</td>
<td>Mg$_2$TiO$_4$</td>
<td>100%</td>
</tr>
<tr>
<td>SrTiO$_3$</td>
<td>BaCl$_2$</td>
<td>Ba$<em>x$Sr$</em>{1-x}$TiO$_3$</td>
<td>31.4%</td>
</tr>
</tbody>
</table>

Note that the exchange rate is calculated by the following equation using the concentration determined by EDS:

\[ \text{[exchange rate %]} = \frac{\text{[Foreign cations from the flux]}}{\text{([Foreign cations from the flux] + [A-site cations from the precursor])}} \times 100 \]

**9.5 Conclusion**

In this work, we demonstrate a special ion exchange reaction between perovskite titanate oxides and alkali earth metal chloride molten salts. By heating BaTiO$_3$, PbTiO$_3$, CaTiO$_3$, rutile and anatase TiO$_2$ in a molten SrCl$_2$ flux, we have successfully synthesized a variety of SrTiO$_3$ photocatalysts in one single step that can split water under UV illuminations. Among them, the BaTiO$_3$ derived SrTiO$_3$ photocatalyst exhibits the highest reactivity with an apparent quantum yield over 11.37% at 380 nm. Kirkendal cavities are observed inside the particles, which implies that the reaction is driven by mass diffusion instead of dissolution and recrystallization. Based on FIB-EDS and TEM analysis, it is likely the planar defects in the near surface region might create a Sr enriched region with superior water splitting properties and the accumulation of Cl in the core might favor the transport of holes to the surface. Moreover, it is found that this ion exchange reaction occurs in multiple perovskites where the A-site cation in perovskite oxide can be replaced with smaller cations from molten salts. The results demonstrate that ion exchange for perovskite oxides can be employed as a potential strategy to design and synthesize highly reactive photocatalysts for water splitting.
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Chapter 10: Integrated Discussion and Future Work

A photocatalytic reaction consists of three major processes, light absorption, charge carrier transport and surface reactions. My work focuses on accelerating the charge transport, and the results discussed in previous chapters illustrate the feasibility to improve it by modifying the space charge region, which I call space charge engineering. Space charge engineering could be conducted by many approaches such as adjusting solution pH, building internal dipolar fields, tailoring particle shape and particle size and introducing foreign elements.

In Chapter 4, La$_2$Ti$_2$O$_7$ was studied because there are two internal electric fields inside the crystals. Previous studies show that both ferroelectric polarization and crystal orientation affect the transport of charge carriers, and in this material, they might drive the charge carriers to different directions. The results illustrate that the photochemical reactivity is only influenced by crystal orientation, implying that the band bending induced by the ferroelectricity cannot overcome the intrinsic potential difference at different surfaces. Therefore, ferroelectricity does not always contribute to photocatalytic reactivity, especially for a crystal with a strongly anisotropic structure.

In Chapter 5, the pH effect has been investigated on SrTiO$_3$ single crystals. Solution pH could be considered as an external electric field, and there are more negative charges adsorbed to the surface at a higher pH, leading to an increasing upward band bending. This can be easily understood with the Nernst equation. The increasing upward band bending can promote the transport of holes to the surface but limit the transport of electrons. As the overall reaction depends on the slower one of the two half reactions, the highest reactivity appears at an intermediate pH where neither the photocathodic nor the photoanodic reaction limits the reactivity. Note that the idea that balancing the two half reaction rates contributes to overall reactivity is frequently employed in this thesis.

In Chapter 6, we transit from marker reactions to water splitting and explore how particle shape and size affects the reactivity of Al-doped SrTiO$_3$. The shape study focuses on tuning the surface area ratio of (110) facets to (100) facets. (100) and (110) facets serve as cathodic and anodic sites, respectively, and the results suggest that the reactivity is optimized at a surface area ratio where the two half reactions balance with each other. This is fairly similar to the story in the pH effect. As for the size effect, the main point is not just that larger particles are better. What matters is an appropriate particle size relative to the space charge width and light penetration length. The ideal
particle is close to a condition where twice the space charge width $\leq$ particle size $\leq$ light penetration length. In a small particle, assuming the potential is constant at the surface, the band cannot completely relax to the bulk level, therefore the particle cannot fully take advantage of band bending. If the particle is too large, this benefit will be reduced due to the formation of long flat band region as well as the low surface area ratio (few reaction sites). Hence, there should be an optimal particle size that balances these factors. Unfortunately, in my study I did not observe this optimum, as I could not prepare even larger crystals. One should note that when measuring the size effect on reactivity, particle size should be the only variable parameter in the system. For example, it is not appropriate to compare large particles prepared via high temperature solid state synthesis and small particles prepared with hydrothermal approach since their chemical compositions and defect chemistry could be quite different.

Chapter 7 and Chapter 8 are two parts of the study on understanding the flux synthesized Al-doped SrTiO$_3$. Chapter 7 focuses on the SrCl$_2$ flux, and the results clearly explain why it is essential for making an active catalyst. To my understanding, this “magical” flux treatment provides a very suitable SrTiO$_3$ surface for water splitting, including a higher hydroxyl density, a higher Sr/Ti ratio and possibly a higher oxygen vacancy concentration. These changes also lead to a decreased surface potential and an enhanced charge separation property between (100) and (110) surfaces. It is also found that the flux treatment in different crucibles yields catalysts with different properties. Many crucibles have been tested, including magnesia, platinum and quartz, and elsewhere yttria, but the flux treatment in an alumina crucible yields the highest reactivity. This is not because it can provide Al$^{3+}$. It was not possible to produce a catalyst with the same reactivity in a platinum crucible, even when sufficient Al$^{3+}$ is added to the flux. It was shown that the flux reacts with the alumina crucible. Therefore, the molten salt in the alumina crucible has a different composition than in the others, and this might be the reason that the catalyst is more reactive.

Chapter 8 focuses on the effect of dopants. Al$^{3+}$, Mg$^{2+}$ and Ga$^{3+}$ dopants all contribute to the reactivity, and the doping concentration has a significant effect. We provide a compensation model to explain how introducing acceptor dopants increases the width of the space charge region, and the optimal doping concentration is close to a situation where the oxygen vacancies are fully compensated by acceptors. One question is that what actually happens after the compensation point. From the Brouwer diagram, the semiconductor will become p-type, but very few studies
show that they can really make these titanates p-type at room pressure. There are two explanations I can come up with to illustrate the “over-doped” condition. First, there is a solubility limit for the dopants, meaning that the excess dopants cannot dissolve into the crystal but form some impurity phases. Second, the origin of band bending is the different work functions of the semiconductor and the solution. Decreasing the free electron concentration will lower the Fermi level, narrow the potential difference, and consequently reduce the degree of band bending. If so, this is again an optimization problem that we are tuning the increasing space charge length and decreasing band bending by adjusting doping concentration. To sum up, Al-doping provides a suitable structure in the bulk, and the molten SrCl$_2$ flux treatment provides a highly reactive surface. I have also tried Fe$^{3+}$ doping, and the results are shown in Appendix 2. As a multi-valence transition metal, the effect of Fe$^{3+}$ is more complex because of the formation of midgap defect states.

The ion exchange reaction introduced in Chapter 9 provides a promising approach to develop new efficient catalysts. The main point of the chapter is that the A-site cations in a perovskite oxide can be exchanged with smaller cations from the molten salt, through which we synthesized highly efficient SrTiO$_3$ with BaTiO$_3$ as a precursor. It is a bit surprising that ion exchange can happen in a closely packed structure. What’s more interesting is the difference between this ion exchanged SrTiO$_3$ and normal SrTiO$_3$. At present, it is thought that the uneven Cl distribution and the planar SrO defects led to the improved reactivity, but more research should be carried out to fully understand this material in the future.

SrTiO$_3$ might never become an ideal photocatalyst under solar illumination due to the large band gap. Thus, future work should focus on materials with smaller band gaps. As exchanging alkali earth metal cations into titanates cannot narrow the band gap, introducing transition metal ions is worth trying. It is also promising to modify other perovskite system with ion exchange, such as ANbO$_3$, ASnO$_3$, AGeO$_3$. Besides native oxides, we should also attempt to explore other systems, such as oxynitrides, magneli phases, and high-entropy ceramics. Owing to the rapid feedback, the PAPCR provides a new mode of the photocatalyst development. At present, combining DFT and machine learning realizes a powerful approach to predict novel photocatalysts, and the PAPCR accelerates the screening of the newly developed catalysts and the optimization of the synthesis route. Ideally, the knowledge on space charge engineering learned from SrTiO$_3$ can be employed to optimize these new photocatalysts.
Appendix I: Determining the Effect of Surface Orientation on Photochemical Reactivity using Photochemical Marker Reactions

In semiconductor-based photocatalysts, the reactivity is always found to be influenced by the surface orientation.\textsuperscript{1-4} This orientation effect can be roughly divided into two categories. The first category is that some orientations behave more reactive than others. For example, in anatase TiO\textsubscript{2}, \{001\} surfaces provides much higher reaction rate in photo degradation of methyl orange than \{010\} and \{101\} surfaces.\textsuperscript{5} Preparing crystals with a higher surface ratio of this highly reactive surface is beneficial to the reactivity. The other category is that when two surfaces (facets) coexist, one orientation is more photocathodic while the other one is more photoanodic. One of the most famous examples is BiVO\textsubscript{4}, shown in Figure 11-1, whose reduction reactions occur on \{010\} facets and oxidation reactions occur on \{110\} facets. The reason for this selectivity is that photogenerated electrons and holes tend to migrate to different facets and participate in different reactions.

\textbf{Figure 11-1:} SEM images of the surface of (a) bare BiVO\textsubscript{4}, and the surface after photodepositing (b) Au, (c) Pt, (d) Ag, (e) MnO\textsubscript{2}, (f) PbO\textsubscript{2}. Scale bar, 500 nm. Reproduced from ref.\textsuperscript{6}
There are a lot of theories explaining this orientation effect on semiconductor based photocatalysts, for instance: (1) Surface atomic structure: Surface with different orientations may have different atomic arrangements so that species in solutions will selectively adsorb and desorb on specific surface sites due to the different activation energy. To be specific, one commonly used criterion to predict highly reactive orientation is to measure the density of undercoordinated atoms. In anatase, the (010) surface and the (001) surface have 100% Ti$_{5c}$ (five-coordinated) site, while the (101) surface has 50% Ti$_{5c}$ site and 50% Ti$_{6c}$ (six-coordinated) sites.$^{7,8}$ Illustration of the surface structure of the three surfaces are shown in Figure 11-2. These undercoordinated atoms are more likely to serve as adsorption/reaction sites and improve the reactivity. It is found that the (010) surface is more reactive than the (101) surface, but the (001) surface was the least reactive, which is likely owning to its lower conduction band edge and smaller overpotential.$^9$ In Co$_3$O$_4$, it is known that (001) and (111) surfaces contain only Co$^{2+}$ cations, while (110) surface contains mostly Co$^{3+}$ cations. Therefore, Co$_3$O$_4$ nanobelts with more (110) surfaces exposed show much higher reactivity than nanocubes exposed only (001) surfaces for photocatalytic CO oxidation.$^{10}$

![Figure 11-2: Surface atomic structure of anatase (a) (010), (b) (001) and (c) (010) surface.](image)

(2) Electronic band structure: From the band theory, it is known that in a periodic lattice of atoms, the electron energy varies from point to point in Brillouin zone. Given the same energy level in the bulk, surfaces with different orientations will have different degrees of band bending and band edge positions. Hence, electrons will move to an orientation with a lower band edge while holes will move to an orientation with a higher band edge. This contributes to a separation of photogenerated charge carriers and arises an orientation dependent photocatalytic reactivity. For example, BiOBr has been well studied by Li and coworkers.$^{11}$ Two types of nanosheets were synthesized, one exposes (001) and (110) facets, denoted as BiOBr-(001), and the other one exposes (010) and (102) facets, denoted as BiOBr-(010). The band structure and density of states
were calculated by DFT method, showing that when (001) and (110) facets coexist, both valence band bottom and conduction band top positions of (001) facets are higher than those of (110) facets, respectively. Hence, (110) facet is supposed to be photocathodic and (001) facet is photoanodic. Furthermore, the valence band bottom and conduction band top positions of (010) facets are higher than those of (102) facets, as shown in Figure 11-3, meaning that (102) facet is more photocathodic, and (010) facet is more photoanodic. Photochemical marker reaction was carried out, showing that Pt reductions occurred on (110) and (102) facets, and Mn oxidations occurred on (001) and (010) facets, which is consistent with the calculated band structure. Similar results are found on Ag_2O,^12 BiVO_4,^13 BiOI,^14 La_2Ti_2O_7,^15,16 etc. It is worth noting that, except band edges, detailed band structure also provides information like band gap, effective mass of charge carriers and charge migration rate. All of these factors may influence the photocatalytic reactivities of materials and give rise to orientation effects.
Figure 11-3: DFT calculated band structure and density of states (DOS) of BiOBr (a) (001), (110) and (c) (010), (102) facets. Crystal structure of BiOBr (001) and BiOBr (010) are illustrated in (b) and (d). ((e) (f)) SEM images of BiOBr-(001) after in situ photodeposited with Pt and MnO_x. ((h) (i)) SEM images of BiOBr-(010) after in situ photodeposited with Pt and MnO_x. Schematic illustration of photoexcited charge distributions on BiOBr-(001) and BiOBr-(010) are shown in (g) and (j). Adapted from Ref.11.
(3) Surface energy and surface potential: With the help of surface characterization techniques, like KFM, it is possible to measure the potential of surfaces with different orientations. It is found that surface with more positive potential will become more photocathodic, and surface with more negative potential will become more photoanodic. This can be easily understood by considering the electronic attraction between charge carriers and surface. The surface potential has been measured on the grains of an α-Fe₂O₃ ceramic surface, and the (1̅1̅0̅2) surface was tested to have the most positive potential, shown in Figure 11-4. Next, the photoreduction of Ag⁺ was carried out on the same sample, and grains close to (1̅1̅0̅2) have the largest Ag product coverage. This means that electrons are more likely to move to (1̅1̅0̅2) surface and enhance the photocathodic reactivity. It is noted that the surface potential was usually measured in air by conventional KFM, therefore, it is likely to differ from the actual potential in solutions, due to the charge compensation by solution species. A more recent study has measured the electrostatic and hydration forces of faceted SrTiO₃ nanoparticles in aqueous electrolyte at variable pH.¹⁷ This paper demonstrated that the surface potential of (100) surface is roughly 40 mV higher than (110) surface at pH 6, which is consistent with previous works on the spatial selectivity between the two surfaces.¹⁸–²¹
(4) Electrical conductivity: In crystalline materials, the electrical conductivity can vary from highly conductive to nonconductive on different orientations. This will influence the charge migration rate as well as the degree of band bending, giving rise to anisotropic photocatalytic reactivity. Huang’s group focus on this field, employing a probe technique that can directly measure the electric conductivity of nano particles. Extensive studies have been carried out on Cu$_2$O crystals shaped in cubic, octahedral and rhombic dodecahedral. It is found that (111) facets (octahedral) are highly conductive, while the (100) facets (cubes) are moderately conductive and (110) facets (rhombic dodecahedral) are the least conductive. This anisotropic conductivity is understood by an assumption that electrons will meet a larger barrier if the degree of band bending is large. In
this way, the order of the degree of band bending should be \((110) > (100) > (111)\). Together with light absorption and emission data, a modified band structure was reported by the same group, shown in Figure 11-5(f). The three orientations not only have different degrees of band bending but also different band gaps because of the different particle size. The rhombic dodecahedral has a smaller band gap and therefore a better reactivity. This is supported by the photocatalytic reactivity on MO degradation that \(\text{Cu}_2\text{O} - (110)\) is the most reactive.\(^{25,26}\) Similar theories have been proposed to \(\text{Ag}_2\text{O}\),\(^{27}\) \(\text{Ag}_3\text{PO}_4\),\(^{28}\) \(\text{PbS}\)\(^{29}\) and \(\text{SrTiO}_3\).\(^{30}\)

(5) Optical property: It is found that nanoparticles exposing different crystal facets might have shifted light absorption bands.\(^{26}\) For instance, anatase \(\text{TiO}_2\) nano particles with 18% (001) facets show a raised conduction band edge by 0.1 eV and higher photocatalytic reactivity compared with
particles with 72% (001) facets. In Ag₃PO₄, the absorption edge of (110) plane bounded rhombic dodecahedron microcrystals shifted to longer wavelength and absorb more light compared with (100) plane bounded cubed microcrystals, shown in Figure 11-6 (b). For Cu₂O, given the same crystal size, cubes will show a more redshifted absorption band than that of octahedra. Similar results are found for CeO₂ that nanorods with (110) facets dominated showed smaller bandgaps than nanocubes with (100) facets dominated.

Figure 11-6: (a) UV-visible spectra of anatase TiO₂ particles exposing 18% (001) facets and 72% (001) facets, reproduced from ref. (b) UV-vis diffusive reflectance spectra of Ag₃PO₄ nano cubes and rhombic dodecahedrons, adapted from ref. (c) A plot summarizing the volume variation of Cu₂O octahedra and cubes with respect to their UV–vis absorption band positions reproduced from ref. (d) Plots of (αhv)¹/² versus photon energy (hv) of CeO₂ nanocrystals, reproduced from ref.

It is noted that these explanations are highly correlated to each other but not isolated. In literatures, the orientation effects are usually explained in combined theories. Table 11-1 lists 21 catalysts that have been reported to exhibit orientation dependent photochemical properties.
Table 11-1: Summary of photocatalysts with orientation dependent photochemical reactivities.

<table>
<thead>
<tr>
<th>Materials</th>
<th>Structure</th>
<th>Space group</th>
<th>Photocathodic Orientation</th>
<th>Photoanodic Orientation</th>
<th>Explanation</th>
<th>Ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ag₂O</td>
<td>bcc</td>
<td>Pn3m</td>
<td>{100} most reactive</td>
<td></td>
<td>Surface energy/potential; electric conductivity</td>
<td>12,27,36</td>
</tr>
<tr>
<td>Ag₃PO₄</td>
<td>bcc</td>
<td>P43n</td>
<td>{110} more reactive than {100}</td>
<td></td>
<td>Surface energy/potential; optical property</td>
<td>28,32,37</td>
</tr>
<tr>
<td>BiVO₄</td>
<td>monoclinic</td>
<td>I2/b</td>
<td>{010}</td>
<td>{110}</td>
<td>Adsorption effect; band structure; electric conductivity</td>
<td>6,13,38,40</td>
</tr>
<tr>
<td>BiOBr</td>
<td>tetragonal</td>
<td>P4/nmm</td>
<td>(102), (110)</td>
<td>(010), (001)</td>
<td>Band structure</td>
<td>41</td>
</tr>
<tr>
<td>BiOCl</td>
<td>tetragonal</td>
<td>P4/nmm</td>
<td>(001)</td>
<td>(110)</td>
<td>Electric conductivity; surface atomic structure</td>
<td>42,43</td>
</tr>
<tr>
<td>BiOI</td>
<td>tetragonal</td>
<td>P4/nmm</td>
<td>(100)</td>
<td>(001)</td>
<td>Electric conductivity; band structure; optical property</td>
<td>14</td>
</tr>
<tr>
<td>CaTiO₃</td>
<td>orthorhombic</td>
<td>Pcmn</td>
<td>(111)</td>
<td>(011)</td>
<td>Surface energy/potential; Band structure</td>
<td>44</td>
</tr>
<tr>
<td>Cu₂WS₄</td>
<td>Tetragonal</td>
<td>P42/m</td>
<td>(001)</td>
<td>(101)</td>
<td>Band structure</td>
<td>45</td>
</tr>
<tr>
<td>CeO₂</td>
<td>bcc</td>
<td>Im3m</td>
<td>(111)</td>
<td>(100)</td>
<td>Band structure; optical property</td>
<td>35,46</td>
</tr>
<tr>
<td>Co₃O₄</td>
<td>fcc</td>
<td>Fm3m</td>
<td>(110) &gt; (001) ≈(110)</td>
<td></td>
<td>Surface atomic structure</td>
<td>10,47</td>
</tr>
<tr>
<td>Cu₂O</td>
<td>bcc</td>
<td>Pn3m</td>
<td>(100)</td>
<td>(111)</td>
<td>Electric conductivity; band structure</td>
<td>23,24,2,6,48</td>
</tr>
<tr>
<td>α-Fe₂O₃</td>
<td>hexagonal</td>
<td>hR30</td>
<td>(1102)</td>
<td>(0001)</td>
<td>Surface potential</td>
<td>22</td>
</tr>
<tr>
<td>La₂TiO₇</td>
<td>monoclinic</td>
<td>P2₁</td>
<td>(001)</td>
<td>(010)</td>
<td>Surface potential; band structure</td>
<td>15,16</td>
</tr>
<tr>
<td>NaNbO₃</td>
<td>cubic</td>
<td>Pm3m</td>
<td>(111) &gt; (110) &gt; (100)</td>
<td></td>
<td>Ferroelectric polarization; band structure</td>
<td>49</td>
</tr>
<tr>
<td>PbS</td>
<td>cubic</td>
<td>Fm3m</td>
<td>{110} and {100} highly conductive; {111} nonconductive</td>
<td>Electric conductivity</td>
<td>29</td>
<td></td>
</tr>
<tr>
<td>SrTiO₃</td>
<td>cubic</td>
<td>Pm3m</td>
<td>(100)</td>
<td>(110)</td>
<td>Band structure; electric conductivity; surface potential</td>
<td>19,20,3,0,50–52</td>
</tr>
<tr>
<td>TiO₂</td>
<td>anatase</td>
<td>I4₁/amd</td>
<td>{101}</td>
<td>{001}</td>
<td>Surface atomic structure; surface energy/potential</td>
<td>9,53,54</td>
</tr>
<tr>
<td>TiO₂</td>
<td>Brookite</td>
<td>orthorhombic</td>
<td>Pbca</td>
<td>(210), (101)</td>
<td>Surface atomic structure</td>
<td>55</td>
</tr>
<tr>
<td>TiO₂</td>
<td>rutile</td>
<td>tetragonal</td>
<td>P4₁/mm</td>
<td>{101}, {001}, {111} &gt; {100}, {110}; {110} photocathodic and {011} photoanodic</td>
<td>Surface structure; surface chemistry; charge transport</td>
<td>56–58</td>
</tr>
<tr>
<td>WO₃</td>
<td>monoclinic</td>
<td>P2₁/c</td>
<td>(200), (020)</td>
<td>(002)</td>
<td>Band structure</td>
<td>59</td>
</tr>
<tr>
<td>ZnO</td>
<td>tetragonal</td>
<td>P6₃mc</td>
<td>(110) &gt; (100) &gt; (001)</td>
<td></td>
<td>Surface potential; band bending</td>
<td>60</td>
</tr>
</tbody>
</table>
The first method to determine the orientation effect is to carry out photodeposition reactions on a faceted submicro or nano particles. In usual, the particle is single crystalline exposing specific facets, resulting from anisotropic crystal growth. For instance, in Figure 11-7, a well-grown crystal exposes violet facets, blue facets, and brown facets. The surface orientation could be determined with electron diffraction in TEM. After carrying photochemical reduction of Ag\(^+\) and Pb\(^{2+}\), Ag particles prefer to nucleate on blue facets and PbO\(_2\) particles prefer to nucleate on brown facets. This will be good evidence that the photochemical reactivity of this material is anisotropic, the blue surface is more photocathodic and the brown surface is more photoanodic. This method is straightforward, but one important task is to synthesize such high crystallinity faceted particles. These particles are usually grown with hydrothermal methods and molten salt methods. Hence, selecting appropriate surfactants and salts will be critical. Another limitation is that only a small number of orientations can be studied in one experiment.

![Figure 11-7: Schematic of a (a) faceted particle and the same particle after (b) photoreduction of Ag\(^+\) and (c) photo-oxidation of Pb\(^{2+}\).](image)

Another method to determine the orientation effect is to carry out photodeposition on a polycrystalline ceramic surface. Compared with the first method, a ceramic is much easier to prepare, and a larger number of orientations can be studied simultaneously. In a typical experiment, a ceramic sample was prepared and polished. Then a surface region with a large number of grains will be characterized by EBSD to acquire an orientation map. Next, photodeposition reactions will be carried out, and the surface will be characterized by SEM or AFM before and after the reaction. The number of deposits will be counted to identify the photocatalytic reactivity of each grain, and the relationship between photo reactivity and grain orientation will be studied.
In a EBSD experiment, a well-polished polycrystalline sample was mounted on the SEM stage and tilted to 70° from the horizontal level. The scattered electron will fluoresce a phosphor screen and form a diffraction pattern (Kikuchi pattern). The pattern was then collected by a camera and processed in the EBSD analytical software. In a Kikuchi pattern, the bands and intersections correspond to crystallographic plane and zone axis, respectively. To identify the position of the Kikuchi bands, a Hough transformation will be used, and the Kikuchi bands are seen as peaks in Hough space. Since the detailed crystal information was imported to the software, with the identified Kikuchi band positions and interplanar angles, it is possible to calculate the crystallographic orientation of the pattern. After scanning across a large region of surface, an orientation map will be generated, and this map can be further improved in EBSD software. In Figure 11-8, a large surface region of a Ba$_{0.8}$Sr$_{0.2}$TiO$_3$ ceramic surface was analyzed by the EBSD technique. The SEM image was acquired by a Quanta 200 SEM (FEI Company) with a EBSD analysis system (EDAX) attached. The Kikuchi pattern was collected and processed by OIM Collection software, and the orientation map was processed by OIM Analysis software. Consequently, the surface orientation information of approximately 50 grains is acquired.

Munprom et al. studied the orientation dependent photochemical reactivity of polycrystalline BiVO$_4$ ceramic surface, shown in Figure 11-9. Surface orientations of the grains, measured by
EBSD, were correlated to the amounts of reduced and oxidized deposits on each surface. The surface after photochemical Ag\(^+\) reduction and Pb\(^{2+}\) oxidation was measured by AFM, shown in Fig 11-9 (a) and (d), with the orientation maps showing in (b) and (e). The bright contrasts in AFM images correspond to photo deposits. All grains are categorized in High reactivity or Low reactivity. It is found that the photochemical reduction of Ag\(^+\) is strongly favored on (001) surfaces and the oxidation of Pb\(^{2+}\) is strongly favored on (hk0) surfaces that are perpendicular to (001). This indicates that the photochemical reactivity is strongly dependent on surface orientations, summarizing in (c) and (f). The result is consistent with work on BiVO\(_4\) particles in Figure 11-1.

Both methods discussed here would help people understand the orientation effects and develop more efficient photocatalyst. And materials with such property will be good candidates for photocatalytic water splitting. By photodepositing cocatalyst on (100) and (110) facets separately, the external quantum efficiency of Al-doped SrTiO\(_3\) can reach 95% under 350 nm to 360 nm illumination, which is one of the efficient catalysts developed so far.\(^{18}\) It is expected more efficient catalysts could be developed by appropriate facet engineering and morphology controlling.
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Appendix II: Investigating the Effect of High Temperature Photochromism Treatment on the Photochemical Properties of Fe-doped SrTiO₃

The impact of UV irradiation on the optical properties of Fe-doped SrTiO₃ single crystal has been reported.¹ It was found that a UV illumination together with a thermal treatment leads to the incorporation of oxygen into the single crystals and decreased oxygen vacancy concentration. The incorporated oxygen will oxidize Fe³⁺ to Fe⁴⁺, and the crystal color changed to black. UV-vis spectra implied that the crystal absorbance at visible light region was significantly enhanced, and the band gap was reduced to about 2.74 eV when the heating temperature was 440 °C. Meanwhile, the treatment increases the electrical conductivity as well as the oxygen chemical potential in bulk. More importantly, this change of absorptance permanently remains at room temperature.

This change of light absorptance is known as photochromism, a phenomenon that the color and stoichiometry of the material change upon illumination.² This idea was first introduced by Tatsuma’s et al. in TiO₂ film loaded by Ag nanoparticles.³ And similar effects have been observed on numerous oxides, such as TiO₂,⁴ SrTiO₃,⁵ Zn₂GeO₄.⁶ For Fe-doped SrTiO₃, this behavior has been found decades ago. In 1976, Blazey et al. observed the enhanced absorption in the region of 400 nm to 700 nm on Fe-doped SrTiO₃ crystals due to the formation of Fe⁴⁺ induced by irradiation.⁷ In 1996, the study by Huang et al. implied that two defect states Fe'₉≡Ti and (Fe₉≡Ti − V₀)'< were introduced and served as hole and electron trappers, so that irradiation less than band gap can be absorbed.⁸ In 2001, Maier et al. reported the use of UV light to accelerate the rate of oxygen incorporation into Fe doped SrTiO₃, but the excorporation rates weren’t affected.⁹ In most of the studies, this photochromism behavior is reversible. In other word, if the illumination was removed, the material will be bleached soon. But the method introduced by Fleig et al.¹ is irreversible at room temperature, making it promising to the field of photocatalytic water splitting.

In this study, Fe-doped (100) SrTiO₃ single crystal substrates were purchased from MTI company (0.01 wt %, 5x5x0.5mm, 1sp). The crystal was first annealed at 1100 °C for 6 h to obtain the enough oxygen vacancy concentration for photochromism. Next, the crystal was illuminated under a 150 W UV lamp and heated at 440 °C for 6 h simultaneously. After the treatment, the
crystal color changed from yellow to dark brown. UV-vis spectra of the prepared samples are plotted in Figure 12-1. It is found that light absorbance at 400 nm of the Fe-doped crystal is obviously higher than the undoped crystal, consistent with previous report.\textsuperscript{7,10} And the photochromism treatment further improved the optical property.

![Figure 12-1: UV-vis spectra of undoped SrTiO\textsubscript{3} single crystal and Fe-doped SrTiO\textsubscript{3} single crystal with and without the photochromism treatment.](image)

The photochemical property of the photochromism treated Fe-doped (100) single crystal surface was investigated with Ag\textsuperscript{+} marker reaction. The illumination was provided by a 150 W Xe lamp (Newport). AFM images of the crystal surface after reaction is shown in Figure 12-2 (a) and (b). It is found that many long edges cross the surface, being roughly perpendicular to each other. And the silver deposits prefer to accumulate along these edges. There are small silver particles showing on the flat surface region as well, but the reactivity is generally lower compare with normal undoped (100) surface (see Chapter 7). The photochemical reactivity under visible light was studied by employing a long-pass filter to block UV light ($\lambda < 400$ nm). After illumination, topography AFM images of the surface are shown in Figure 12-3 (c) and (d), and no silver deposits are observed on the surface, indicating a low reactivity under visible light.
Figure 12-2: Photoreduction of Ag⁺ on the surface of a Fe-doped SrTiO₃ single crystal that has undergone a photochromism treatment. The maker reaction was carried out under UV illumination for (a) and (b) and visible light illumination for (c) and (d). The dark to bright contrast is (a): 30 nm, (b): 30 nm, (c): 10 nm, (d): 6 nm.

Fe-doped SrTiO₃ particles were prepared via a direct solid-state method by heating SrTiO₃ with specific amount of Fe₂O₃ at 1200 ºC for 12 h to yield a doping concentration of 0.01%, 0.02%, 0.05% and 0.1%. RhCrOₓ was loaded on the samples with an impregnation method. However, the photocatalytic hydrogen production was low and cannot be detected by the PAPCR. Inspired by previous results, the SrCl₂ flux treatment was carried out on all samples at 1150 ºC for 10 h in alumina crucibles to improve their reactivity. The SEM images of the flux treated particles are shown in Figure 12-3. The particle morphologies are relatively irregular compared with Al-doped samples (see Chapter 6 to 9). Photochromism treatment has been carried out by illuminating the powders under 150 W UV light at 440 ºC for 6 hours. After the irradiation, the powders seem to turn slightly darker. But this change of color is reversible and would be bleached to the original color overnight in air.
Photocatalytic water splitting reactions have been carried out on the SrCl\textsubscript{2} flux treated Fe-doped powders with and without photochromism treatment using the PAPCR under 380 nm and 400 nm illumination. The hydrogen generation rates under 380 nm are shown in Figure 12-4. It is found that the sample without Fe incorporated has the highest reactivity. For the Fe-doped samples, it is found that 0.05% doped ones are the most reactive either in methanol solutions or in DI water. The pH effect is like the results in Chapter 6. However, under 400 nm illumination, no hydrogen production was detected from these samples by the PAPCR.
Figure 12-4: Photocatalytic hydrogen production rates of SrCl$_2$ flux treated Fe-doped SrTiO$_3$ with different Fe additions in (a) 10% methanol solutions and (b) pure water.

The color change is caused by the increasing Fe$^{4+}$ concentrations, expressed as:

$$\frac{1}{2} O_2 + V_{O}^* \rightarrow O_{O}^* + 2h^* \quad (12.1)$$

$$Fe_{Tl}^f + h^* \rightarrow Fe_{Tl}^*(Fe^{4+}) \quad (12.2)$$

In this study, the photochromism effect has been observed on large single crystal substrates and the change of color is found to be stable over time. It is indicated that the UV illumination significantly increases the diffusion rate of oxygen, a situation closes to high pO$_2$, and changes the oxygen stoichiometry of the entire bulk. The holes formed during the oxygen incorporation were trapped by $Fe_{Tl}^f$ acceptors, and this will change the optical property. However, this effect is much weaker in powders. One possible explanation is that the different size scales for bulk crystal and powders. The bulk crystal is 0.5 mm thick, a roughly 1000 times larger than powders. When the illumination is removed, the environment changes back to low pO$_2$ situation, the trapped oxygen from the surface might escape from the surface, but the oxygen in the bulk are difficult to diffuse such a long range. Powders are much smaller crystals, and the trapped oxygen might easily leave the crystal by diffusion, explaining why we cannot observe an obvious blackening on the powders.

It is noted that the crystals in Fig. 12-4 were doped with Al$^{3+}$ as well during the SrCl$_2$ flux treatment. It is concluded that Fe$^{3+}$ is not an effective dopant like Al$^{3+}$, and co-doping Fe$^{3+}$ into Al-doped SrTiO$_3$ will reduce its photochemical reactivity. Although the optical property is improved by the introduce of Fe$^{3+}$ and the photochromism treatment, this does not contribute to the photochemical
reactivity in the visible light region, determined from both marker reactions and water splitting. Previous defect studies have shown that Fe-doped SrTiO$_3$ might have a stronger p-type characteristic,\textsuperscript{11,12} therefore, co-doping Al$^{3+}$ will only increase the p-type characteristic. Considering our compensation model discussed in Chapter 8, introducing a second donor dopant might be helpful to improve the photochemical reactivity of Fe-doped SrTiO$_3$. Hence, doping La$^{3+}$, Y$^{3+}$ and Nb$^{3+}$ at A-site might be promising.
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Appendix III: Synthesizing AgNb$_x$Ta$_{1-x}$O$_3$ Solid Solution for Visible Light Driven Water Splitting

AgNbO$_3$ with a band gap of about 2.8 eV is an attractive candidate for visible-light-driven photocatalytic water splitting. Its conduction band edge mainly compose of Nb 4d orbitals, and the hybrid of Ag 4d and O 2p orbitals formed the valence band at a more negative level than the O 2p orbitals, resulting in a decrease in the band gap.\(^1\) Arney et al. synthesized AgNbO$_3$ in a Na$_2$SO$_4$ flux, and the catalysts can produce hydrogen in an aqueous methanol solution under visible light ($\lambda > 420$ nm).\(^2\) Gao et al. prepared AgNbO$_3$ nanocubes using a hydrothermal approach and demonstrated an enhanced visible-light-driven photocatalytic performance in the photodegradation of tetracycline.\(^3\) Li et al. showed that polyhedron-shaped AgNbO$_3$ by solvothermal and liquid–solid methods, is favorable for the photocatalytic O$_2$ evolution under visible light.\(^4\)

In this study, AgNbO$_3$ powders were prepared with a solid-state method. Ag$_2$O and Nb$_2$O$_5$ were mixed at a molar ratio of 1:1 in an agate mortar. The mixture was then pressed into a pellet and heated at 900 °C for 10 hours and at 1050 °C for another 20 hours in a furnace. After the furnace was cooled to room temperature, the pellet was ground to powders. The XRD pattern of the obtained powders is shown in Figure 13-1 (a), and all peaks are attributed to AgNbO$_3$. 1 wt% Pt or 0.1 wt% RhCrO$_x$ cocatalysts was loaded on the samples. Photocatalytic water splitting experiment has been carried out on the AgNbO$_3$ samples using the PAPCR in 10% methanol solutions or DI water whose pH was adjusted to be pH 2, pH 7 and pH 12. However, no hydrogen generation was detected in any samples here under 380 nm or 400 nm, as shown in Figure 13-1 (b). One possible interpretation of the poor reactivity is that the conduction band edge of AgNbO$_3$ is just slightly above the reduction potential of proton so that the overpotential might not be enough to drive the reaction. The band gap of AgTaO$_3$ about 0.6 eV larger than AgNbO$_3$, which is owning to the energy difference between Ta 5d orbital and Nb 4d orbital.\(^1\) Inspired by this, it is considered that AgNb$_x$Ta$_{1-x}$O$_3$ solid solution should have an intermediate band gap and a slightly higher conduction band edge.
Figure 13-1: (a) XRD pattern and (b) photocatalytic hydrogen generation under 380 nm light from the prepared AgNbO$_3$ powders.

Figure 13-2: Photocatalytic hydrogen generation from AgNb$_x$Ta$_{1-x}$O$_3$ solid solutions under 380 nm illumination.

AgNb$_x$Ta$_{1-x}$O$_3$ solid solutions were prepared by mixing Ag$_2$O, Nb$_2$O$_5$ and Ta$_2$O$_5$ using ball milling to yield compositions where $x = 0, 0.05, 0.1, 0.15, 0.2, 0.3, 0.5, 0.7, 0.9, 1$. Again, the mixture was dried and pressed into a pellet, followed by heating at 900 °C for 10 hours and 1050 °C for another 20 hours in a furnace. The pellets were then ground into powders, and either 1 wt% Pt or 0.1 wt% RhCrO$_x$ was loaded as cocatalyst. Photocatalytic water splitting experiment has been
carried out on the as prepared solid solution samples under 380 nm, as shown in Figure 13-2. Unfortunately, no hydrogen generation was detected from these samples.

Watanabe et al. reported that AgTaO$_3$ is an efficient photocatalysts whose apparent quantum yield reaches about 40% under 340 nm.\textsuperscript{5} It is not clear why our AgNb$_x$Ta$_{1-x}$O$_3$ solid solution samples has such poor reactivity. One explanation is that the particle morphology is irregular since the particles were made by grinding a pellet in a mortar. A lot of defects might be introduced to both the surface and the bulk during grinding and serve as charge carrier recombination centers. To solve this, molten salt synthesis and hydrothermal synthesis could be employed to prepare high crystallinity materials in future. Another explanation is that free Ag$^+$ impurities exist in the samples. Under illumination, Ag$^+$ cations are easier to be reduced than protons due to the lower reduction potential. This will also limit the water splitting performance.
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Appendix IV: Parallelized and Automated Photochemical Reactor (PAPCR)

**Reactor assemble.** The bottom part of the reactor is an aluminium plate. Two 100 W LED chips are fixed on the top of the plate with screws and thermal paste, providing constant illumination to the catalysts. The LED chips were purchased from Chanzon with various wavelengths. 380 nm and 400 nm are the most widely used wavelength in our lab to study the photocatalytic reactivity under UV light and visible light, respectively. Note that the number of photons from the LED chip depend on wavelength, and a 400 nm LED is supposed to emit more photons per second than a 380 nm LED. Each LED is connected to a 3000 mA Chanzon LED driver that can provide a constant electric current. Two fans are employed to cool the LEDs and the drivers. A cold plate is fixed on the backside of the aluminate plate, connected to a benchtop chiller, providing circulating chilled water (~ 14 °C) to maintain the work temperature for the LEDs. One should pay attention that the LEDs should not be turned on unless the fan and the chiller is on, otherwise they will burn in minutes. To change the LEDs, hexane is used to dissolve the thermal paste.

The mid part is the reactor array where 108 1 mL borosilicate glass shell vials (JG Finneran) sit on an aluminum plate with small holes drilled at the bottom, through which illumination from the LEDs can transmit into the vials. The diameter of each small hole is about 2.5 cm. The vials were covered with a layer of hydrogen sensitive film (DetecTape, Midsun Specialty Products) whose color changes from light to dark with an increase in the local hydrogen concentration. The tape is perforated by the vendor; thus, one should note that the holes should not be on the top of any vial. A fluorinated ethylene propylene (FEP) film was placed on the top of the hydrogen sensitive film to create a gas-impermeable environment. Next, a flexible silicone rubber sheet and a rigid plexiglass plate were placed on the top of the FEP film to seal and cover the whole reactor array. A rectangular aluminum frame is placed on the plexiglass plate. And 6 threaded rods are employed to connect the entire array and fixed under a pressure between 43 lbs and 44 lbs per inch². A pair of aluminum U-channels is fixed on the aluminum plate to support the reactor array. Before running the reactor, a stream of compressed air is used to clean the surface of the plexiglass plate. And the four sides of the reactor array are covered with black tapes for enhanced image contrast.
The top part of the reactor is the camera. An acrylic housing, composed of five laser cut acrylic plates, serves as the camera holder. The camera (Raspberry Pi Camera Board v2 - 8 Megapixels) is fixed on the top of the acrylic housing, whose focus plane has been adjusted to locate on the hydrogen sensitive film. Two rows of white LED strips (JUNWEN, 3 W) are pasted inside the housing, to illuminate the hydrogen sensitive tape from above while the image is captured. The brightness and contrast of the image captured strongly influence the result so that the white LEDs should be warmed up prior to the experiment.

The two LED chips and the camera are connected to a Relay module and the entire system is controlled by a Canakit Raspberry Pi. Every six minutes, the LEDs are switched off, and the camera takes a picture of the hydrogen sensitive film. After the picture was taken, the LEDs were switched on for another 6-minute cycle. It is noted that the reactor runs through a Python 2 program, and the images captured during the experiment are automatically collected. Schematic illustration of the reactor setup is shown in Figure 14-1.

![Schematic illustration of the PAPCR.](image)

**Figure 14-1:** Schematic illustration of the PAPCR.

**Image processing.** First, a mask image is required to determine the locations of the pixels to be extracted and processed. The mask is prepared by selecting an image and painting a 54 pixels black circle on the top of each vial with GUN Image Manipulation Program. The mask image
color value is then inverted, and the threshold is set to maximum. A Mathematica script is employed to process the mask and all captured pictures to track the darkness change of the film. These values were then subtracted from the darkness value from the first image. The averaged RGB values are used as the darkness. Based on the calibrated relationship between local hydrogen concentration and the darkness of the film, it is possible to calculate the amount of H$_2$ production every 6 min.

**Reactor calibration.** The colorimetric response of the tape to hydrogen was calibrated by injecting known amount of H$_2$ into vials covered by the tape. The procedure for calibration is basically the same as the normal reaction experiment. The only difference is that 15 vials have been replaced with special ones with holes drilled in the bottom and placed in the reactor array randomly. A gas-tight syringe was used to inject known amounts of H$_2$ into those vials. After injection, the vials were left for 10 min and then a picture of tape was taken. The RGB values were extracted from the 15 vials and then averaged. This procedure was repeated from 0% H$_2$ to 50% H$_2$, summarized in Table 14-1. The images of the films exposed to different amount of H$_2$ are shown in Figure 14-2. It is found that the normalized intensity for the 15 vials decreased linearly with the amount of injected H$_2$ from 0% to 31%, but the linearity is less perfect at higher H$_2$ concentration. The fitting of the normalized intensity is plotted in Figure 14-3.

**Table 14-1:** The volume (ml) of hydrogen injected for calibration and the corresponding percentage of hydrogen (H$_2$%) as well as the amount of hydrogen (µmol) calculated.

<table>
<thead>
<tr>
<th>NO.</th>
<th>Volume injected (ml)</th>
<th>Total volume (ml)</th>
<th>Amount (µmol)</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0%</td>
</tr>
<tr>
<td>1</td>
<td>0.05</td>
<td>0.05</td>
<td>2.0</td>
<td>4%</td>
</tr>
<tr>
<td>2</td>
<td>0.05</td>
<td>0.1</td>
<td>4.1</td>
<td>8%</td>
</tr>
<tr>
<td>3</td>
<td>0.05</td>
<td>0.15</td>
<td>7.0</td>
<td>12%</td>
</tr>
<tr>
<td>4</td>
<td>0.05</td>
<td>0.2</td>
<td>8.2</td>
<td>15%</td>
</tr>
<tr>
<td>5</td>
<td>0.05</td>
<td>0.25</td>
<td>11.5</td>
<td>19%</td>
</tr>
<tr>
<td>6</td>
<td>0.05</td>
<td>0.3</td>
<td>12.3</td>
<td>21%</td>
</tr>
<tr>
<td>7</td>
<td>0.1</td>
<td>0.4</td>
<td>18.5</td>
<td>27%</td>
</tr>
<tr>
<td>8</td>
<td>0.1</td>
<td>0.5</td>
<td>20.4</td>
<td>31%</td>
</tr>
<tr>
<td>9</td>
<td>0.1</td>
<td>0.6</td>
<td>24.1</td>
<td>35%</td>
</tr>
<tr>
<td>10</td>
<td>0.1</td>
<td>0.7</td>
<td>28.6</td>
<td>39%</td>
</tr>
<tr>
<td>11</td>
<td>0.1</td>
<td>0.8</td>
<td>32.6</td>
<td>42%</td>
</tr>
<tr>
<td>12</td>
<td>0.1</td>
<td>0.9</td>
<td>36.8</td>
<td>45%</td>
</tr>
<tr>
<td>13</td>
<td>0.1</td>
<td>1.0</td>
<td>41.5</td>
<td>48%</td>
</tr>
<tr>
<td>14</td>
<td>0.1</td>
<td>1.1</td>
<td>45.0</td>
<td>50%</td>
</tr>
</tbody>
</table>
Figure 14-2: Pictures of the reactor array taken after injecting specific amount of hydrogen.
Figure 14-3: (a) The linear fitting for the average normalized intensity in the range of 0 to 31% hydrogen. The average of the 15 vials are represented by the black dots, and standard deviation are represented by the yellow and the purple lines, and the orange line shows the best fit. (b) Plot of the hydrogen production versus reaction time from one of the vials.

Identical experiment. An identical experiment has been carried out to determine the systematic error. A homogeneous catalyst mixture, containing 0.25 mM Ru(bpy)$_3$(PF$_6$)$_2$, 0.125 mM methyl viologen dichloride, and 0.125 mM K$_2$PdCl$_4$ was dissolved in a 6% TEOA 4:1 DMSO/water solution and was added to all 108 vials and illuminated by two 300 W 400 nm LED chips to produce hydrogen for 6 hours. The average amount of H$_2$ product was 11.70 μmol at 240 min, and the standard deviation was 14.91%. The hydrogen production from the 108 vials is given in Figure 14-4. Note that this experiment can be used to adjust the position of the two LED chips to ensure that the light uniformly covers the entire reactor array.
**Figure 14-4:** Hydrogen production from Ru(bpy)$_3$(PF$_6$)$_2$ catalysts in the identical experiment.

**Photocatalytic experiment.** In a typical experiment, specific amount of catalysts powders are weighted and transferred to the vials. Then specific solution, such as DI water and methanol solutions are injected into the vials with a pipet. It is noted that the detect range is correlated to the volume of the head space. For a 0.4 ml headspace, corresponding to 0.6 ml solution added, the detect range is about 0.9 µmol to 9.6 µmol for 4% to 31% H$_2$. Decreasing the headspace will improve the detect sensitivity of the reactor. A typical example of the hydrogen produced in a single vial is shown in Figure 14-3 (b): The black dots correspond to the amount of H$_2$ product every six minutes; The red curve is the fitted logarithmic function and the region between the two horizontal dashed lines correspond to the calibrated range. The maximum H$_2$ generation rate is determined by finding the maximum slope of the curve in the calibrated range, illustrated by the blue line in Figure 14-3 (b). The reason for the logarithmic fit is based on the assumption that the rate of hydrogen generation decreased with the pressure in the headspace because of the increasing rate of back reactions. From the reports by Song et al. on the same reactor, the mass specific hydrogen generation rates increase with headspace, as the additional headspace reduces the pressure built up. And the logarithmic fitting that results from the pressure build-up model is
consistent with the shape of the hydrogen production versus time data. And there is an impregnation region at the beginning of the hydrogen generation curve. One explanation on this is that the hydrogen needs to first saturate the water before releasing to the headspace. Another explanation is based on the reports by Pan et al. that the concentrations of species dissolved in solution also affect the surface potential. The presence of O\textsubscript{2} reduced the band bending in SrTiO\textsubscript{3}:Al/Pt, which reduced the electric field between SrTiO\textsubscript{3}:Al/Pt and bare SrTiO\textsubscript{3}:Al sites, made charge separation less effective, and thus reduced the charge separation efficiency. The presence of H\textsubscript{2} would behave in the opposite way. Considering our 1-ml small reactor, as H\textsubscript{2} and O\textsubscript{2} are generated at a 2:1 ratio, the H\textsubscript{2} concentration in the solution would increase with time. This would increase the reactivity. And this theory might be useful to understand why there is an impregnation time in the H\textsubscript{2} evolution curves measured by the PAPCR, as the increasing H\textsubscript{2} concentration activates the surface.

To maintain that the results could be compared from panel to panel, P25 TiO\textsubscript{2} was used as a reference catalyst and included in all panels. P25 powders were loaded with 1 wt\% Pt by the impregnation method. Since the hydrogen production rate of P25 is known, we can determine if the reactor is running correctly. And the hydrogen detect tapes used in the experiment are in the same lots as the ones used in the calibration to maintain the accuracy of the colorimetric detection.
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