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Abstract

Anisotropic grain boundary character distributions (GBCDs), which influence macroscopic materials properties, are thought to be controlled by the grain boundary energy anisotropy. Structurally, grain boundary could be viewed as two free surfaces joined together. Grain boundary energy could be simply defined by the total excess energy for creating two free surfaces minus the energy gained when new bonds are formed between these surfaces. This implies that different crystal structure should have different GBEDs and GBCDs. It was recently discovered that grain boundary energy distributions (GBED) in isostructural materials, a class of materials that share the same crystal structure, are directly related to one another. This suggests that GBCDs in isostructural materials might also be related in a similar way. To test this hypothesis, electron backscatter diffraction (EBSD) was used to map grain orientations in Ag, Au, Cu, Fe, and Mo. The GBCDs were determined from the stereological interpretation of EBSD maps containing on the order of 100,000 grains. It was found that the GBCDs of face-centered cubic (FCC) metals are statistically correlated, while the GBCDs of body-centered cubic (BCC) Fe and Mo are not correlated to the GBCD of FCC metals. The degree of the correlations among the FCC metals is weaker if there are significant differences in grain shape or texture. For example, Ag has the weakest correlation to the other FCC materials and also has quantitatively different grain shapes and texture. The relationship between the populations and energies of grain boundaries was also studied. By comparing the GBCDs of Al, Au, Cu, and Ni to the energies of 388 grain boundaries previously calculated by the Embedded Atom Method (EAM), we observed a moderately inverse correlation between the relative areas of grain boundaries and their energies. Interestingly, there are strong inverse correlations between the energies and populations of the most common grain boundaries ($\Sigma 3$, $\Sigma 9$, and $\Sigma 27$). Because the enhancement of twin related boundaries due to the prevalence $\Sigma 3$ boundaries results in a decrease in the grain boundary populations for the other boundary types, this inverse correlation is influenced by the
crystallographic constraints at triple junctions. In other words, having an anisotropic misorientation distribution with strong maxima for certain boundaries biases the inverse correlation between grain boundary population and energy for other boundaries and causes different slopes at each misorientation. Interestingly, the inverse correlation at each misorientation is consistent with the Boltzmann distribution. Based on our results, it is possible to predict the GBCDs and GBEDs in isostructural polycrystalline materials by using a single GBCD and GBED. This principle is demonstrated by predicting the GBCD and GBED of Actinium (Ac).

To investigate the GBED in the isostructural BCC metals, the energies of 408 grain boundaries in Fe and Mo were computed using atomistic simulations based on the embedded-atom method (EAM) potential. We found that the calculated boundary energies in Fe and Mo were strongly correlated and scaled with the ratio of the cohesive energy divided by the square of the lattice constant (\( E_{\text{coh}}/a_0^2 \)). We would expect that the GBCD of Fe and Mo might be correlated in a similar manner to that of FCC metals. To test this hypothesis, we compared the GBCDs of Fe and Mo. We found that the GBCDs of Fe and Mo are moderately and strongly correlated when all boundary types and only \( \Sigma 3 \) boundaries were considered, respectively.

In this thesis, the results demonstrated that the GBCDs of isostructural materials are correlated with one another and the magnitudes of correlation coefficients varied. Reduced correlations were observed when there were differences in the microstructure and crystallographic texture. The inverse relationship between grain boundary population and energy is more strongly correlated at each misorientation than over the entire five macroscopic parameters of grain boundary, especially when there is significant misorientation texture. This relationship leads to GBCDs of isostructural materials that are also more strongly correlated at each misorientation than over the entire grain boundary space.
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Figure 2.2. Diagram shows the effect of binning resolution on observed populations. 400 observations are placed into two bins, one with 320 observations and the other with 80 observations, leading to observed populations of 8 and 2 MRD, respectively. When doubling the resolution in (b) and (c), the observations will increase if the width of the observations is narrower than the binning resolution. On the other hand, if the observations are divided between two bins, the population will be independent of the binning resolution.  

Figure 2.3. Grain boundary character distribution (GBCD) of Ni with a misorientation of 60° about [111] (a), is compared to the grain boundary energy distribution (b). The data are plotted in the equal-area projection along [001] and the (100), (110), and (111) poles, marked with a circled “+”, “−”, and triangle, respectively. This figure was reproduced from reference [6].  
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Figure 6.5. The average relationship between measured and calculated boundary energies. Error bars were plotted with 0.5 standard deviation of the measured boundary energies. Note, the variances of the calculated boundary energies are smaller than the width of the markers.

Figure 7.1. The relationship between experimental GBCDs and 388 calculated boundary energies. Each point corresponds to the same grain boundary type. The horizontal axis shows the calculated boundary energies, while the vertical axis shows the relative grain boundary areas in Al (blue), Au (red), Cu (green), and Ni (violet).

Figure 7.2. The relationship between grain boundary populations and calculated grain boundary energies in Al. Each point represents a grain boundary type, only boundaries with populations greater than 0.5 MRD are plotted. The horizontal axis shows the calculated boundary energies, while the vertical axis shows the relative grain boundary areas. Outliers are marked by black circles. The relative energies of the Σ11 (110)[311] boundary calculated by DFT (purple) and measured experimentally (black) are shown with the large solid circles.

Figure 7.3. The relationship between grain boundary populations and calculated grain boundary energies in Au. Each point represents a grain boundary type, only boundaries with populations greater than 0.5 MRD are plotted. The horizontal axis shows the calculated boundary energies, while the vertical axis shows the relative grain boundary areas. Outliers are marked by black circles.

Figure 7.4. The relationship between grain boundary populations and calculated grain boundary energies in Cu. Each point represents a grain boundary type, only boundaries with populations greater than 0.5 MRD are plotted. The horizontal axis shows the calculated boundary energies, while the vertical axis shows the relative grain boundary areas. Outliers are marked by black circles.
Figure 7.5. The relationship between grain boundary populations and calculated grain boundary energies in Ni. Each point represents a grain boundary type, only boundaries with populations greater than 0.5 MRD are plotted. The horizontal axis shows the calculated boundary energies, while the vertical axis shows the relative grain boundary areas. Outliers are marked by black circles.

Figure 7.6. The relationship between grain boundary populations and calculated grain boundary energies in Ni after excluding Σ3 boundaries. Each point represents a grain boundary type, only grain boundaries with populations greater than 0.5 MRD are plotted. The horizontal axis shows the calculated boundary energies, while the vertical axis shows the relative grain boundary areas.

Figure 7.7. The relationship between grain boundary populations and calculated grain boundary energies for Σ3, Σ9, and Σ27 boundaries. The horizontal axis shows the calculated boundary energies, while the vertical axis shows the relative grain boundary areas in Al (blue), Au (red), Cu (green), and Ni (violet).

Figure 7.8. The schematic diagram shows the number fractions of different types of triple junctions in Al, Au, Cu, and Ni. Where R is referred to a random grain boundary other than Σ3, Σ9, or Σ27.

Figure 7.9. Misorientation angle distributions in, (a) Al, (c) Au, and (e) Cu. Black lines show the Mackenzie distribution. The relationship between grain boundary populations and calculated grain boundary energies in Al, Au, and Cu are plotted in (b), (d), and (f) respectively. Each point represents a grain boundary type, only boundaries with populations greater than 0.5 MRD are plotted. The horizontal axis shows the calculated boundary energies, while the vertical axis shows the relative grain boundary areas. The data are color coded according to a grain boundary type: Σ3 (red squares), Σ9 (green diamonds), and Σ11 (brown circles), and the others boundaries (blue squares).

Note that results of the Ni specimen are similar to the results for the Cu specimen.

Figure 7.10. Comparison of relative grain boundary areas normalized to the population of the Σ3 coherent twin boundary in Cu. The horizontal axis shows the calculated boundary energies, while the vertical axis shows the relative grain boundary areas at 150 °C, 300 °C (Experiment), 500 °C, and 900 °C.

Figure 7.11. The relationship between experimental GBCD and the atomistic calculated grain boundary energy for the Σ3 grain boundaries. The horizontal axis shows the calculated boundary energies, while the vertical axis shows the relative grain boundary areas in Al (blue), Au (red), Cu (green), and Ni (violet).

Figure 7.12. The relationship between the grain boundary population ranges and the boundary energy range for Σ3 grain boundaries. The horizontal axis shows the boundary energy ranges, while the vertical axis shows the grain boundary population ranges in Ag (black), Al (blue), Au (red), Cu (green), and Ni (violet). Note the energy range of Ag is extrapolated from the a0/a ratio between Ag and Ni.

Figure 7.13. The relationship between a0 and a0C6 in FCC metals. The horizontal axis shows a0/a0, while the vertical axis shows the a0C6 in Al (blue), Au (red), Cu (green), and Ni (violet).

Figure 7.14. The relationship between the atomistic calculated boundary energy for the Σ3 boundaries. The horizontal axis shows the calculated boundary energies in Ni while the vertical axis shows the calculated boundary energies in Al (blue), Au (red), Cu (green), and Ni (violet). Note lines show the scaling predicted by the ratio between the a0/a of FCC metals and the a0/a of Ni. This figure was reproduced from reference [10].

Figure 7.15. The relationship between the calculated grain boundary energies in Fe and the relative areas of Σ3 boundaries in Fe specimens annealed at four different annealing times: 2 hours (blue diamonds), 4 hours (red squares), 8 hours (green triangles), and 16 hours (brown circles). The horizontal axis shows the calculated boundary energy in Fe and the vertical axis shows the relative area of Σ3 boundaries in Fe for the same boundary.

Figure 7.16. The relationship between the experimental GBCD and the calculated grain boundary energies in Fe annealed for 16 hours. (a) Grain boundaries were colored according to the Σ misorientations. (b) Grain boundaries were colored according to the types of boundary structures. The horizontal axis shows the calculated boundary energy in Fe and the vertical axis shows the relative area in Fe for the same boundary.

Figure 7.17. The relationship between experimental GBCD and calculated grain boundary energies in Mo. (a) Grain boundaries were colored according to the Σ misorientations. (b) Grain boundaries were colored according to the types of boundary structures. The horizontal axis shows the calculated boundary energy in Mo and the vertical axis shows the relative area in Mo for the same boundary.
**Figure 7.18.** The relationship between the experimental GBCD calculated from the Fe 3D-EBSD [8] and the calculated grain boundary energies. The linear relationships between population and energy are shown as solid lines. (a) All boundaries with populations > 0.5 MRD show an inverse correlation between the GBCD and energy. (b) $\Sigma 3$ boundaries show a strong inverse correlation over the boundary energy and population ranges. (c) $\Sigma 9$ boundaries show a moderate inverse correlation with the slope lower than that of the $\Sigma 3$ boundaries. (d) $\Sigma 13$ boundaries show a weak correlation at the high-energy range.

**Figure 7.19.** Misorientation angle distributions of from Fe 2D-EBSD (red), Fe 3D-EBSD (blue), and Mackenzie distribution (black).

**Figure 8.1.** The crystal structures of the metallic elements. The symbol in the upper left and the lower right refer to the crystal structure at room temperature and at temperature before it melts. Note $f$ = face-centered cubic, $h$ = hexagonal close packed, $b$ = body-centered cubic, $hc$ = ABCB stacking, and $x$ = complex structures. Elements with FCC stable at both temperatures are labeled by red rectangular. This figure was reproduced from reference [139].

**Figure 8.2.** Grain boundary plane distributions in (a) Ac, (b) Au, and (c) Ni.

**Figure 8.3.** Comparison between the relative areas for grain boundaries in Ac and Au.

**Figure 8.4.** Comparison between the relative areas for grain boundaries in Ac and the extrapolated boundary energy of Ac.
Chapter 1

1. Introduction

1.1 Motivation

Engineered solid materials, which are used in a wide range of applications, are usually polycrystalline. Polycrystalline materials are composed of single crystal aggregates joined by a network of internal interfaces, also known as the grain boundary network. The characteristics of the grain boundary network, such as the grain size, grain shape, crystallographic orientation distribution, and grain boundary misorientation distribution, influence many macroscopic properties. Because of this, efforts have been made to improve and enhance materials’ properties by engineering the microstructure. It is widely recognized that grain boundary energies influence the distributions of grain boundaries [1][2]. However, the grain boundary energy distribution (GBED) is not known for most materials and, because it depends on five independent parameters, remains difficult to measure. The grain boundary character distribution (GBCD), on the other hand, is much easier to measure, but it is still not practical to measure the GBCD of every material. Therefore, a simple principle to relate GBEDs and GBCDs in different materials is needed to provide a building block for materials design. For this reason, it is necessary to investigate the correlations between the GBEDs and GBCDs of isostructural polycrystalline materials. Assuming such correlations exist, it should be possible to construct provisional GBCDs and GBEDs for isostructural materials.
1.2 Hypothesis

It has been observed that grain boundary populations are inversely correlated to grain boundary energies [1][2][3][4][5][6][7][8]. Furthermore, a previous study has shown that the distribution of grain boundary planes, averaged over all misorientations in annealed SrTiO$_3$ remained constant during grain growth [9]. The resultant GBCD could reasonably be viewed as a fingerprint of the polycrystalline material. Holm et al. showed that the calculated grain boundary energies of four face-centered cubic (FCC) metals (Al, Au, Cu, and Ni) are strongly correlated [10]. More recent studies have shown that the GBCDs of Al and Ni have strong inverse correlations to the calculated grain boundary energies [3][4]. These findings suggest the possibility that the relative populations of grain boundaries could be directly deduced from the calculated grain boundary energies and that grain boundary energies can be derived from observed populations.

The central hypothesis of this dissertation is that the relative grain boundary populations of isostructural materials with similar microstructures are correlated. If this is the case, it should then be possible to predict the GBCDs and GBEDs of isostructural polycrystalline materials using only a single GBCD or GBED. One can imagine arguments for or against this hypothesis. For example, because the grain boundary energy is related to the microscopic structure of the interface, and the only parameter that is changing is the atomic size, then within the limits of a hard sphere model, isostructural materials should have the same boundary structure and relative grain boundary energies that scale with the strength of the interatomic bonds. On the other hand, atoms of different sizes undoubtedly have different electronic structures and this might lead to completely different grain boundary structures and energies. In cases where there is extensive twinning, it is possible that crystallographic constraints could change the correlation between the grain boundary energies and the grain boundary populations. For example, if there is a large population of $\Sigma 3$ boundaries, then a high population of $\Sigma 9$ boundaries may be
created simply by the intersection of these boundaries. As a result, the relative areas of grain boundaries in isostructural materials might not be as strongly correlated as the calculated boundary energies of FCC metals that were recently reported in reference [10]. Finally, it should be noted that the hypothesis is expected to be true only under the condition that the crystallographic texture is approximately random and there is little anisotropy in the grain shape. As an example of how these factors influence the GBCD, Figure 1.1 shows a schematic illustration of a polycrystalline material with columnar grains and a strong [111] texture along the sample’s normal direction. Because of the texture and grain shape, most of the grain boundaries in this polycrystal will be [111] tilt grain boundaries, regardless of the GBED. Understanding the limits on the allowable texture and grain shapes is one of the goals of this work.

**Figure 1.1.** Diagram shows a polycrystalline material with columnar grains and a [111] fiber texture along the normal direction of the sample. Because of the texture and grain shape, the grain boundary between grain A and grain B can only be a tilt grain boundary with a [111] misorientation axis.
1.3 Method

To test this hypothesis, it is necessary to compare isostructural materials prepared to have microstructures that are as similar as possible. For example, it is known that segregating impurities and processing methods can influence the GBCD [11][12][13], so these factors must be controlled as much as possible. We select FCC metals as model materials, because of their wide use in industrial applications and our ability to obtain the specimens from commercial sources with high and known purities. Metals with a range of stacking fault energy are deliberately selected, as this characteristic influences the amount of anisotropy in the GBCD. To validate whether or not this hypothesis could be generalized to other isostructural materials, we examine two body-centered cubic (BCC) metals (Fe and Mo). All of the microstructures were prepared by a thermal annealing processes, using experimental conditions that are as nearly the same as possible. The details of the materials and sample preparation will be discussed in §3.2. It also follows from the hypothesis that the GBCDs of non-isostructural materials should not be correlated with those of isostructural materials. To test this idea, the GBCD of Ni is compared to the relative areas of the grain boundaries in the BCC metals.

A scanning electron microscope equipped with an electron backscatter diffraction (EBSD) detector is used to map the crystal orientations of the specimens. A stereological method is then used to determine the GBCD from planar EBSD maps [14][15]. The step size of the EBSD scans as well as the number of line segments will be optimized so that reliable measurements can be made in a reasonable amount of time. These issues will be addressed in detail in §3.3. To determine the inverse correlation between grain boundary populations and grain boundary energies, we compare the measured GBCDs to grain boundary energies that were calculated earlier (Al, Au, Cu, and Ni) [10] or as part of the present thesis (Fe and Mo).
Throughout this study, correlations will be examined over the full five-parameter grain boundary space. Pearson product-moment correlation coefficients and Spearman's rank correlation coefficients will be used as statistical metrics of the correlations and, thus, be used to draw conclusions. These metrics will be addressed in §3.4.
Chapter 2

2. Background

2.1 Introduction

In the field of materials science and engineering, the fundamental goal is to understand the connections between structure, properties, and processing. It is essential to have a good understanding of the relationship between structure and properties at a level that is sufficient to design suitable processing methods. For this reason, it raises an important question of how the structures of grain boundaries in polycrystalline materials are linked to their properties. However, until the last decade, it was not possible to characterize the populations of grain boundaries as a function of all crystallographic parameters. Using high speed EBSD and a stereological interpretation of the data, this is now routinely possible [15]. The survey of background knowledge is arranged in the following way. First, the experimental five parameter grain boundary character distribution (GBCD) will be described. Next, computational predictions and experimental measurements of the grain boundary energy distribution (GBED) are reviewed. Finally, we shall briefly discuss how to correlate the relative areas of grain boundaries, which are calculated using a stereological interpretation of planar EBSD maps, to the calculated boundary energy [10] using the Boltzmann distribution.
2.2 Grain Boundary Character Distribution (GBCD)

A grain boundary is a transition region between adjacent grains of two different crystal orientations. The transition region that accommodates the change of crystal orientation might be ordered or disordered [1]. The structure of a grain boundary is parameterized by three microscopic degrees of freedom ($\mathbf{t}_1, \mathbf{t}_2, \mathbf{t}_3$) and five macroscopic degrees of freedom ($\varphi_1, \Phi, \varphi_2, \theta, \phi$). The microscopic degrees of freedom ($\mathbf{t}_1, \mathbf{t}_2, \mathbf{t}_3$) characterize relative translations between the adjacent crystals. If $\mathbf{t}_1, \mathbf{t}_2, \mathbf{t}_3$ are always those that minimize the total energy at fixed temperature, pressure, and chemical potential, then the five macroscopic degrees of freedom are sufficient to describe the structure of grain boundary. Here, we assume this is true and define the GBCD, $\lambda(\Delta g, n)$, as the relative areas of grain boundaries where the misorientation ($\Delta g$) is specified by three Euler angles ($\varphi_1, \Phi, \varphi_2$) and the plane normal ($n_{ij}$) is specified by two spherical angles ($\theta, \phi$). The discretization of the system is illustrated in Figure 2.1.

![Diagram](image)

**Figure 2.1.** The schematic diagram shows the parameterization of five macroscopic degrees of freedom, $\lambda(\Delta g, n)$ to (a) two boundary plane orientation parameters and (b) three lattice misorientation parameters. This figure was reproduced from reference [14].
In cubic system, the domain of grain boundary parameters \((\rho, \Phi, \phi, \theta, \phi)\), ranges from 0 to \(2\pi\), \(\pi\), \(2\pi\), \(\pi\) and \(2\pi\), respectively\[14\][16]. The number of distinguishable boundary types (\(N\)) for a cubic material in the domain is given by:

\[
N = \frac{8\pi^5}{4 \times 24 \times 24 \times \Delta^5} \quad [14],
\]
where the angular resolution is \(\Delta\). With an angular resolution of \(10^\circ\) (\(0.5\pi/9\)), there are 6,561 distinguishable grain boundary types, which is indeed significantly large. We could directly obtain the GBCD from three-dimensional techniques such as high energy diffraction microscopy \[17\][18][19], transmission electron microscopy \[20\], or electron backscatter diffraction combined with focused ion beam sectioning \[5\][6][7][21][22][23][24\]. However, these methods are relatively difficult and have stringent limitations with respect to grain size and resolution. The stereological interpretation of planar EBSD data is much more flexible and efficient and allows us to accumulate more data.

An EBSD map provides four of the five parameters that specify the grain boundary structure; the only unknown parameter is the angle between the observation plane and the grain boundary plane. Using the stereological method, this distribution of grain boundary inclinations can be statistically determined \[14\][15][16\]. Relative areas of grain boundaries are derived from relative lengths of grain boundaries. Because the GBCD is discretized into a finite number of types or “bins”, the relative area of a boundary is influenced by the binning resolution \[25\]. A schematic diagram in Figure 2.2 illustrates an ideal case. In this example, there are a total of 400 observations, assumed to have equal area, distributed among 10 bins in Figure 2.2a. In this case, we have an average number of 40 observations per bin. The 400 observations are placed into two bins so that the first one contains 320 observations and the second one contains 80 observations. Because the relative areas are calculated by dividing the total observed area in a single bin by the average area per bin, the first and the second bin will have observed populations of 8 and 2 MRD (multiple of random), respectively. If the peak width is smaller than the binning resolution, the observed populations will double when doubling the resolution.
In the case where the peak width is larger than the binning resolution, the observed population will not differ from the one with the original binning. In practice, the distribution of relative grain boundary areas may contain many maxima with different widths as illustrated in Figure 2.2. The fact that different peaks may be affected differently by the selected resolution will contribute some uncertainty to the experimental observations and this must be considered when comparisons are made to the grain boundary energy distributions.

Figure 2.2. Diagram shows the effect of binning resolution on observed populations. 400 observations are placed into two bins, one with 320 observations and the other with 80 observations, leading to observed populations of 8 and 2 MRD, respectively. When doubling the resolution in (b) and (c), the observations will increase if the width of the observations is narrower than the binning resolution. On the other hand, if the observations are divided between two bins, the population will be independent of the binning resolution.
The stereological GBCD method has been validated and tested with simulated data as well as 3D-EBSD data [14][15][16]. The method has successfully characterized anisotropic distributions in a variety of polycrystalline materials [11][12][13][16][26][27][28][29][30][31][32][33][34][35][36][37][38][39][40][41]. The GBCDs of FCC materials (Al [28], Cu [16][26], Ni [6][26], Pb [39], brass [13][31][32][33], CuZr alloy [22], and stainless steel [40][41]) share a number of similarities, including maxima at the orientations of low index planes. The coherent twin boundary, which is a 60° misorientation about the [111] axis with ⟨111⟩ planes on either side of the boundary, is the most highly populated grain boundary. As an example, the grain boundary plane and energy distributions of Ni for boundaries with a misorientation of 60° about the [111] axis are shown in Figure 2.3.

**Figure 2.3.** Grain boundary character distribution (GBCD) of Ni with a misorientation of 60° about [111] (a), is compared to the grain boundary energy distribution (b). The data are plotted in the equal-area projection along [001] and the (100), (110), and (111) poles, marked with a circled “•”, “·”, and triangle, respectively. This figure was reproduced from reference [6].
In materials with a high concentration of twins, such as Cu, Ni, brass, and stainless steel, the highly populated Σ3 boundary could enhance the concentration of Σ9 and Σ27 grain boundaries as a result of the crystallographic constraint at triple junctions [13][42]. Nevertheless, it was reported that the high populations of Σ9 boundary in Ni were consistent with their low energies [6]. The anisotropic distribution of grain boundaries is inversely correlated to the anisotropy of the grain boundary energy (see Figure 2.3). Recall that solid-state grain growth in dense polycrystalline materials favors low energy surface planes [21]. In other words, grain boundary habit planes develop analogously to the growth of an isolated crystal [5][27]. With sufficient annealing time, a steady-state distribution of grain boundaries is reached that is inversely correlated to the energy distribution [5][6][9][43][44]. Computer simulations have shown that the steady state GBCD is strongly affected by the energy anisotropy and influenced very weakly by the mobility anisotropy [45][46]. It is therefore reasonable to consider only the influence of grain boundary energy on the steady state GBCD. Based on these observations, the critical event model proposed by Rohrer [47] predicts a steady state GBCD from the rate of boundary creation and annihilation. While the rate of generation of a specific grain boundary type is determined by the orientation distribution, the rate of annihilation for each boundary type is proportional to the number of those boundaries and inversely proportional to the average area of that type of grain boundary. The areas of grain boundaries are described as a function of grain boundary energies, which are based on the experimental observation that a grain boundary with a larger energy is more likely to be decreasing in area and a grain boundary with a smaller energy is more likely to be increasing in area [43]. As shown in Figure 2.4, the model can predict the anisotropic steady state GBCD from an initially isotropic distribution, and capture the correlation between the logarithm of the populations and energies, which correspond to the experimental results in Figure 2.11. [6]. It should also be noted that the anisotropy of the grain boundary population is correlated to the energy anisotropy (e).
Figure 2.4. The steady state grain boundary populations for four different energy anisotropies ($\varepsilon$), predicted by the critical event model, are plotted as a function of grain boundary energy. This figure was reproduced from reference [2].

2.3 Grain Boundary Energy Distribution (GBED)

The grain boundary is a planar defect and its presence raises the total excess free energy. Thermodynamics predicts that the grain boundary is unstable and should spontaneously be eliminated from the system. However, the elimination of grain boundaries is a dynamic process, which is in general slow at low temperature. At high temperature, the excess free energy provides the capillary driving force for grain growth [48]. However, the capillary driving force decreases as the grain size increases. In addition, the substantially low mobility of smooth grain boundaries could lead to grain-growth stagnation [49][50]. Therefore, grain boundaries are nearly always found in solid materials. Experimental values of grain boundary
energies are difficult to measure and only available for a few particular grain boundary types. Many models have been formulated to predict grain boundary energies, as reviewed in references [9] and [51]. The “Read-Shockley” or dislocation model is one of the earliest attempts to predict grain boundary energies [52]. The model assumed that dislocations could render the structure of a low angle grain boundary. The grain boundary energy is the sum of the dislocation energies and the interaction energy, which is the excess energy when those dislocations are brought together to form the low angle grain boundary. In this model, the grain boundary energy is proportional to \( \theta - \theta \ln \theta \), where \( \theta \) is the misorientation angle [52]. At a high misorientation angle, \( \theta > 6^\circ \), the boundary energy is not well-approximated by the dislocation model because of the complex interactions that occur when the dislocation cores are atomically close. For that reason, the dislocation model only provides a good approximation of the energies of low angle grain boundaries with misorientation angles less than about 6° [53].

Coincident site lattices (CSL) are labeled by the inverse of the fraction of coincident sites for two misoriented crystals. The angular range around the exact CSL misorientation within which the boundaries are assumed to be equivalent (Brandon’s criterion) is derived from the concept of using dislocations to compensate for small misorientation differences [54][55]. Some low-\( \Sigma \) CSL boundaries are considered “special” because of their properties, although the use of this term is far from universal. Furthermore, it is not clear that the CSL number alone is sufficient to designate a boundary as special. For example, it has been found that \( \Sigma 3 \) twin boundaries enhance resistance to crack initiation and intergranular corrosion in austenitic steels, however not all grain boundaries with the \( \Sigma 3 \) misorientation improve these properties [56][57]. Only coherent \( \Sigma 3 \) twin boundaries (those with \{111\} boundary planes) play a critical role in enhancing the properties of grain boundary engineered materials [57]. The creep rate of grain boundaries with the \( \Sigma 7 \) misorientation (38.2° about [0001]) in alumina also depend on the grain boundary plane orientation [58].
In addition, the experimental measurement of grain boundary energy for Σ3 boundaries in Ni (see Figure 2.3b) showed that there are a wide range of boundary energies for the Σ3 misorientation [4][6]. The results demonstrate that lattice coincidence alone, which is specified by three degrees of freedom ($q_1, \cos \Phi, q_2$), is not sufficient to characterize grain boundary energy [59]. Therefore, the grain boundary energy has to be specified in term of five crystallographic parameters. Wolf used atomistic methods to calculate grain boundary energies over a wide range of grain boundary types, including symmetrical twist/tilt-boundaries and asymmetrical twist-boundaries [60][61][62][63][64][65]. These studies show that asymmetrical twist-boundaries with a low-index plane on one side of the boundary have lower energies than symmetrical twist boundaries with high-index planes [63]. A grain boundary could be simply viewed as two free surfaces joined together. The total energy is the excess energy for creating two free surfaces, $\gamma_s^{tot} = \gamma^1(hkl) + \gamma^2(h'k'l')$, minus the energy gained ($B$) when new bonds are formed between these two free surfaces [9][65][66]. The grain boundary energy ($\gamma_{gb}$) is simply given by

$$\gamma_{gb} = \gamma_s^{tot} - B$$

Equation 2.1

Wolf also purposed that grain boundary energies could be related to the number of broken bonds in a similar manner to free surface energies [66]. To illustrate the relationship between these quantities, Figure 2.5 compares the free surface energies, the energies of symmetrical tilt grain boundaries (STGB) calculated by an empirical Lennard-Jones (LJ) pair potential, and the energies of random-grain boundaries (RGB) calculated by a broken bond model. The broken bond model is a better predictor for the energies of high angle grain boundaries than low angle boundaries where the strain field from dislocations contributes to the energy. Specifically, to the first order, the lattice is generally unperturbed except for the strain energy associated with the dislocations for low angle grain boundaries.
Figure 2.5. Interface energy (mJ/m²) of planes perpendicular to <110> pole axis as a function of tilt rotation angle (Ψ). This figure was reproduced from reference [66].

The embedded-atom method (EAM), which is semi-empirical, was first developed by Daw and Baskes to study surfaces and defects in FCC metals[67][68]. The inter-atomic potential consists of a pair potential, $U_{ij}(R_{ij})$, and an embedding energy, $G(\rho^a)$.

$$E_{total} = \sum_i G_i(\sum_{j \neq i} \rho^a_{ij}(R_{ij}))+\frac{1}{2} \sum_{i,j,(j \neq i)} U_{ij}(R_{ij})$$  \hspace{1cm} \text{Equation 2.2}

Where $\rho^a$ is the averaged atomic electron density and $R_{ij}$ is the distance between two atoms. The total energy, $E_{total}$, is determined from the interatomic distances and the local background electron density, $\sum \rho^a_{ij}(R_{ij})$. Because this method assumes an angular independent potential, it is therefore valid for FCC metals with nearly empty or nearly full d-bands. Holm et al. recently used EAM inter-atomic
potentials to calculate grain boundary energies of FCC metals, Al, Au, Cu, and Ni [10].
A broad crystallographic domain of 388 distinct grain boundaries were constructed
within a periodic cell of $15a_0/2$, where $a_0$ is the lattice parameter [10][69]. The 388
boundaries are the set of all grain boundaries with periodic length less than $15a_0/2$.
There are 72 distinct misorientations for those 388 boundaries. For each grain
boundary, several hundred to several thousand initial configurations with different
microscopic degrees of freedom were constructed. The global minimum energy was
obtained by minimization using the conjugate-gradient method in the LAMMPS code
[70]. It is important to note that there were a large number of microscopic
configurations that were minimized to nearly the same low energy for each grain
boundary; the lowest energy configuration therefore provides a reasonable estimate
of the grain boundary energy. As shown in Figure 2.6, the grain boundary normal
has a significant influence on the grain boundary energy. The energies of $<111>$ and
$<100>$ twist boundaries, plotted with disorientation angle, are both distinct from
one another and also consistent with the Read-Shockley dislocation model [69][71].
However, for all other grain boundaries, the Read-Shockley dislocation model could
not explain the variation of grain boundary energy with disorientation angle.
Moreover, for $\Sigma3$ boundaries with a misorientation angle of 60° around [111], the
spread in energies reflects the significant influence of the grain boundary plane
orientation on the grain boundary energy.
Figure 2.6. The diagram shows the calculated grain boundary energies of Ni versus disorientation angle. Triangles correspond to selected grain boundaries to fill the gap in the data set of the 388 boundaries. This figure was reproduced from reference [69].

It should also be noted that the calculated grain boundary energies with the same macroscopic structure in different FCC metals (Al, Au, Cu, and Ni) are proportional and linearly correlated [10], as shown in Figure 2.7. The linear correlation represents the similarity of microscopic configurations for the same macroscopic structure in different FCC metals. The relative grain boundary energies are linearly scaled with the ratios of $a_0 C_{44}$ or $a_0 \mu$. Where $a_0$, $C_{44}$, and $\mu$ are lattice constant, shear modulus, and Voigt shear modulus respectively. This shows that there is a plausible scaling factor, related to the strength of interatomic bonding, for grain boundary energies in isostructural materials.
Figure 2.7. Schematic diagram represents pairs of calculated grain boundary energies that share the same macroscopic structure, (a) Cu vs Au, (b) Au vs Ni, and (c) Cu vs Ni. Lines show scaling factors predicted by the various materials parameters. This figure was reproduced from reference [10].
Grain boundary energies can be experimentally measured using the geometries of grain boundary triple junctions, which are assumed to be in a local thermodynamic equilibrium and described by the Herring relation [72].

$$\gamma_i \tilde{n}_i + \frac{\partial \gamma_i}{\partial \beta} \tilde{n}_i = 0$$

Equation 2.3

As shown in Figure 2.8a, $\gamma_i$ is the energy of $i^{th}$ grain boundary. The triple junction is in equilibrium when the tangential ($\tilde{n}_i$) forces and normal ($\tilde{n}_i$) forces are balanced. The Herring equation can be simplified by assuming that the differential of the energy terms with respect to the rotation angle ($\partial \gamma_i / \partial \beta$) are small and can be neglected. In this case, only the tangential forces need to be balanced. The simplified Herring relation or Young’s equation is given by:

$$\frac{\gamma_1}{\sin \theta_{2,3}} = \frac{\gamma_2}{\sin \theta_{1,3}} = \frac{\gamma_3}{\sin \theta_{1,2}}$$

Equation 2.4

Where the terms are defined in Figure 2.8b. This equation has been used to determine the grain boundary energy of Al by measuring the dihedral angles ($\theta$) between the grain boundaries of a tricrystal [73][74].

**Figure 2.8.** The diagram shows the balance of interfacial energies at triple junctions (a) Herring relation corresponding to Equation 2.3, (b) Young’s Equation 2.4, and Mullins’ Equation 2.5. This figure was reproduced from reference [1].
In the case of thermal groove measurements, where a grain boundary meets a free surface, the equation can be simplified further by assuming that the free surfaces have the same energy. The grain boundary energies ($\gamma_{gb}$) are then deduced from the geometry of the thermal groove according to the Mullins’ equation [75].

$$\gamma_{gb} = 2\gamma_s \cos\left(\frac{\Psi}{2}\right)$$  
Equation 2.5

Referring to Figure 2.8c, $\gamma_s$ is the surface energy (assumed to be constant) and $\Psi$ is the grain boundary dihedral angle. Grain boundary energies of Al [73][74] and Cu [53][76] measured using the tricrystal and thermal groove method are compared in Figure 2.9. Although the relative grain boundary energies are slightly different for different elements, the energy anisotropies follow the same trend. Interestingly, this experimental evidence is consistent with the calculations of Holm et al. [10] and provides support for the idea that the grain boundary energies in FCC metals are correlated. Only a relatively small number of grain boundary energies have been measured by the tricrystal and thermal groove methods. All possible grain boundary energies can be obtained from three-dimensional electron backscatter diffraction (3D-EBSD) measurements, in which a focused ion beam or manual polishing has been used for serial sectioning [5][6][7][77][78]. By assuming that the interface junctions are in local thermodynamic equilibrium, the grain boundary energy distribution (GBED) is extracted from the geometry of grain boundaries according to Herring equation [72], as described in [79]. This method has been used to determine the GBED of Ni [6][44] and several ceramics [5][7][77][78]. A recent comparison between calculated and measured grain boundary energies in Ni indicates the limitations of each method [4]. The reliability of measured grain boundary energies depends on the observation frequency. While the calculated grain boundary energies are not subject to this limitation, they are limited by computational capabilities. For the case of low symmetry boundaries, the size of the periodic cell representing the boundary can be so large that it is impossible to perform the calculation in a reasonable time.
Figure 2.9. The measured grain boundary energies of (a) symmetric $<100>$ tilt grain boundaries in Al and Cu, (b) symmetric $<110>$ tilt grain boundaries in Al and Cu. This figure was reproduced from reference [1].
Figure 2.10. The relationship between experimental and calculated grain boundary energy in Ni weighted by boundary population (P). The data are plotted with their population groups, red diamond for P > 60, blue square for 4 < P < 20, and green circles for P < 2. This figure was reproduced from reference [4].

The experimental observations can be used to select the most important grain boundaries to include in the calculations. It should be emphasized that there is excellent agreement between calculated and measured grain boundary energies for the prevalent Σ3 boundaries (see Figure 2.10). Experimental [6][7][5][21] and computational [46][47] studies show that there is an inverse relationship between grain boundary populations and grain boundary energies. Figure 2.11 compares the experimental population and calculated boundary energy in Ni. As shown in the plot, there is an excellent correlation for the high population grain boundaries and a poor correlation for the low population grain boundaries. This poor correlation could be the result of inaccurate measurements of the population because of a limited number of observations.
Figure 2.11. Grain boundary population plotted as a function of calculated grain boundary energy in Ni. The data are plotted by population group, red diamonds for $P > 60$, blue squares for $4 < P < 20$, and green circles for $P < 2$. This figure was reproduced from reference [4].

If grain boundary populations obey a fixed relationship between the energy and population, grain boundary energies could then be extracted directly from the grain boundary character distribution (GBCD) [3][6]. The direct measurements of grain boundary populations are more accurate than the grain boundary energies derived from 3D-EBSD measurements, and could extend to all observed grain boundary types, which is not possible by atomistic simulation. Therefore, it is possible to obtain a more complete and accurate GBED from the experimental GBCD data. Recall that the grain boundary energies are correlated in FCC metals [10], the GBCDs of FCC metals should be correlated in a similar manner.

The data in Figure 2.12 indicates that for selected $\Sigma 3$ boundaries in Al and Ni, the correlation is strong. In this case, it should be noted that the GBCDs were
calculated at different discrete bin resolutions because of differences in the sizes of the data sets. Therefore, more studies on other FCC metals with comparable amounts of data are needed to generalize this critical finding.

![Graph](image)

**Figure 2.12.** Comparison between GBCDs in Ni and Al for $\Sigma 3$ boundaries, using those boundaries that were also in the set of 388 EAM simulated GBs [10]. Solid line indicates the linear correlation. This figure was reproduced from reference [3].

### 2.4 Boltzmann Distribution of Grain Boundary Populations

Previous studies demonstrated that grain boundary populations are inversely correlated to the grain boundary energies [4][5][6][43][44][45][46][47].
Barmak et al. recently developed an entropy-based theory to explain the inverse relationship [80][81]. According to the theory, the GBCD evolution is described by a Fokker-Planck type equation. The GBCD derived from this equation has a functional form similar to the Boltzmann distribution. Specifically, the temperature-like parameter ($\lambda$), which is determined from the minimization of the relative entropy over a long period time for a specific grain boundary energy distribution, was assigned as the denominator for the boundary energy ($E_i$) in the Boltzmann distribution, $\exp(-E_i/\lambda)$ [80][81]. It was assumed in this theory that the GBCD is the consequence of the grain boundary coarsening process that drives grain boundaries to the Boltzmann distribution [80][81]. The GBCD simulated from large-scale two-dimensional simulations of grain coarsening employed the local evolution law and space-filling constraints was consistent with the results obtained from the entropy-based theory [80][81]. The grain boundary energy distributions in these two-dimensional simulations are modeled by considered only misorientation angles ($\Delta g$). Therefore, it is of interested to investigate this Boltzmann relationship between the experimental GBCDs and the grain boundary energy specified by misorientation angles and grain boundary normal, $\lambda(\Delta g,n)$, the five macroscopic parameters of grain boundary space.

In this study, an analogy is suggested that links the distribution of grain boundaries among a set of structural states with different energies and the distribution of classical particles among a set of possible energy states. It should be noted that the Boltzmann distribution describes the distribution of distinguishable classical particles over various energy states when in thermal equilibrium. If the arrangement of atoms at the grain boundary is analogous to a distinguishable classical particle [82][83], it is then reasonable to assume that the GBCDs can be described by Boltzmann statistics. Although there are an unlimited number of different grain boundary types in the five dimensional space, we can limit the number of grain boundary types by assuming that grain boundaries which are crystallographically close (in the same bin of the 5D space of grain boundary types), occupy the same energy state [69]. Therefore, the possible energy states of systems
are limited to \( N = 6,561 \) for a binning resolution of \( 10^\circ \) (see §2.2). We also assume that the energy states for the 6,561 bins might be close, but are not exactly the same; therefore, there are no degenerate states. Furthermore, we assume that when polycrystalline materials are annealed for a sufficiently long time, a steady-state distribution of grain boundaries is reached and remains constant during grain growth. Miller reported that the grain boundary plane distribution of strontium titanate is constant during grain growth in which the average grain size increased by a factor of ten [9]. This result supports the assumption that the GBCD is scale invariant during grain growth. In addition, annealed strontium titanate has a steady state GBCD that is inversely correlated to the grain boundary energy anisotropy and is consistent with the steady state GBCD predicted by the critical event model [47].

The critical event model assumed grain boundary lengthening at the triple junction obeys Young’s equation and the possibility that the GBCD changes when a critical event occurs is determined by the rates of boundary creation and annihilation [47]. While the rate of creation is obtained from a random distribution (or existing orientation distribution), the rate of annihilation is proportional to the grain boundary energies. The steady state, in which the rate of creation and annihilation of grain boundary are equal, is analogous to the equilibrium of a system of particles described by Boltzmann statistics. Because the geometry and grain boundary energy at a triple junction in equilibrium must satisfy interfacial equilibrium, it implies that grain boundaries interact in the grain boundary network via the local equilibrium at a triple junction. We could therefore make an analogy between the interaction at the triple junction and the transfer of energy that occurs when particle collide. Further, the critical events that occur when a grain disappears or two grow to the point of contact could also be considered analogous to energy transfer between particles. For the analogy with the Boltzmann distribution to be complete, this interaction must be weak so that in most cases, the boundaries can act independently.

Considering an isotropic GBCD, 6,561 distinguishable grain boundary types are uniformly distributed over 6,561 bin with equal probability, leading to a
population of $N_i = 1$ MRD. In this case, if we assigned each bin as a single particle, the total number of particles in the system would be 6,561 distinguishable particles. The numbers of configurations, where $N_i$ is the number of particles with energy state $E_i$, are constrained by the total number of particles $\sum_{i=1}^{6,561} N_i = 6,561$, and the total energy $\sum_{i=1}^{6,561} E_i N_i = E_{total}$. The numbers of configurations subjected to these constraints are described by $\Omega(N_i) = \frac{N!}{N_1!N_2!N_3!...N_N!}$ [82][83]. There are many configurations that satisfy both constraints, but only the most predominant configuration, which has the greatest number of configurations for specified $N_i$, is assigned as the system configuration. From statistical mechanics, the probabilistic description of entropy ($S$) is defined from Boltzmann’s postulate [82][83].

$$S = k_B \ln \Omega$$

Equation 2.6

Where $k_B$ is the Boltzmann constant and the number of configurations $\Omega(N_i)$ can be regarded as an effectively continuous function. Therefore, the predominant configuration is derived from differential calculus. The logarithm of the total number of configurations is given by [82][83]

$$\log \Omega(N_i) = \log N! - \sum_{i=1}^{N} \log N_i!$$

Equation 2.7

The application of Stirling’s approximation then yields:

$$\log \Omega(N_i) \approx N \log N - \sum_{i=1}^{N} N_i \log N_i$$

Equation 2.8

Using the method of Lagrange multipliers with the total number of particles and the total energy as constraints [82][83], the maximum number of configuration $\log \Omega(N_i)$ is:
\[
\frac{\partial}{\partial N_i} \left[ \log \Omega(N_i) - \delta \sum_{i=1}^{N} N_i - \beta \sum_{i=1}^{N} E_i N_i \right] = 0
\]

Equation 2.9

Where \( \delta, \beta \) are Lagrange multipliers that maximize the number of configurations \( \Omega(N_i) \). After differentiating, we obtain

\[
\sum_{i=1}^{N} \left[ -(\log N_i + 1) - \delta - \beta E_i \right] dN_i = 0
\]

Equation 2.10

The solution is then given by \( \log N_i = -1 - \delta - \beta E_i \)

\[
N_i(E_i) = e^{-1-\delta} e^{-\beta E_i}
\]

Equation 2.11

To determine the Lagrange multipliers (\( \delta \) and \( \beta \)) as a function \( E_i \), we use the constraint that the total number of particle is fixed. Therefore it must be true that

\[
\sum_{i=1}^{N} N_i(E_i) = \sum_{i=1}^{N} e^{-1-\delta} e^{-\beta E_i} = N
\]

\[
\sum_{i=1}^{N} N_i(E_i) = e^{-1-\delta} \sum_{i=1}^{N} e^{-\beta E_i} = N
\]

\[
\sum_{i=1}^{N} e^{-\beta E_i} = \frac{N}{e^{-1-\delta}} = Z(\beta)
\]

or

\[
e^{-1-\delta} = \frac{N}{Z(\beta)}
\]

Equation 2.12

From the Boltzmann postulate and the second law of thermodynamics, \( \beta = \frac{1}{k_B T} \) [82][83]. The partition function is defined as \( Z(T) = \sum_{i=1}^{N} e^{-E_i / k_B T} \) and \( T \) is an experimental temperature in K. The probability of observing a grain boundary with energy \( E_i \), is then given by use of Equation 2.11 and Equation 2.12.

\[
P(E_i) = \frac{N(E_i)}{N} = \frac{e^{-E_i / k_B T}}{Z(T)}
\]

Equation 2.13

28
It should be noted that the grain boundary energy is defined as energy per unit area. To investigate the relationship between grain boundary populations and boundary energies using the Boltzmann distribution, the grain boundary energy needs to be multiplied by unit area variable \( \alpha_i = \langle \text{area} \rangle_i \). Equation 2.13 is then defined by

\[
N_i = N \times \frac{e^{-E_i \alpha_i / k_B T}}{Z(T)} \quad \text{Equation 2.14}
\]

And the partition function is redefined as \( Z(T) = \sum_{i=1}^{N} e^{-E_i \alpha_i / k_B T} \). It should be noted that grain boundary energy, \( E_i \), is convoluted with temperature. It was reported that the temperature dependence of the surface energy \( \gamma_s(T) \) could be written as [84]

\[
\gamma_s(T) = \gamma_s(T_0) - \int_{T_0}^{T} \frac{S}{A} dT
\]

\[
\gamma_s(T) = \gamma_s(T_0) - \frac{S}{A} (T - T_0) + \xi(O) \quad \text{Equation 2.15}
\]

Where \( T_0, \ S, \ A \) are temperature at 0 K, the total surface entropy from vibrational and configurational contributions, and the surface area per mole of surface atoms [84]. We shall assume a constant surface entropy, \( S \), when \( 0 < \frac{T}{T_m} < 0.5 \) and the error \( \xi(O) \) from approximation is negligible. The temperature dependence grain boundary energy, \( \gamma_{gb}(T) \), which composed of two surfaces, \( \gamma_{s_t}^t = \gamma^1(hk\ell) + \gamma^2(h'k'l') \), is then simply given by

\[
\gamma_{gb}(T) = \gamma_s(T_0) - \frac{S^1}{A^1} (T - T_0) + \gamma_s^2(T_0) - \frac{S^2}{A^2} (T - T_0) - B
\]

\[
\gamma_{gb}(T) = \gamma_{gb}(T_0) + C - mT; \quad \text{Equation 2.16}
\]

Where \( C = \left( \frac{S^1}{A^1} + \frac{S^2}{A^2} \right) T_0 \) and \( m = \left( \frac{S^1}{A^1} + \frac{S^2}{A^2} \right) \). The influence of temperature on the boundary energy described in Equation 2.16 is similar to simulated grain boundary
energies as a function of temperature in Cu [85] and Ni [86]. If the $C$ and $m$ parameters for every boundary are approximately the same for all boundaries, Equation 2.14 is then given by

$$
N_i = N \times \frac{e^{- \left( \frac{(E_i(T_0) + C - mT) \eta_i}{k_B T} \right)}}{\sum_{i=1}^{N} e^{- \left( \frac{(E_i(T_0) + C - mT) \eta_i}{k_B T} \right)}} = N \times \frac{e^{- \left( \frac{(C - mT) \eta_i}{k_B T} \right)}}{\sum_{i=1}^{N} e^{- \left( \frac{(C - mT) \eta_i}{k_B T} \right)}} \times \frac{e^{- \left( \frac{E_i(T_0) \eta_i}{k_B T} \right)}}{\sum_{i=1}^{N} e^{- \left( \frac{E_i(T_0) \eta_i}{k_B T} \right)}}
$$

Equation 2.17

Therefore the probability of observing a grain boundary with energy $E_i$ at temperature $T$ can be deduced from the boundary energy simulated at $T = 0$ K.
Chapter 3

3. Experiment

3.1 Introduction

In this chapter, we shall describe the preparation and analysis of the polycrystalline specimens. Electron backscatter diffraction (EBSD) is discussed as a technique for the spatial mapping of crystal orientations. The procedures for cleaning the EBSD maps and reconstructing the grain boundaries are described. Next, the procedures for calculating the GBCD from the EBSD measurements will be presented. Finally, the statistical measures used to quantify the correlations are described.

3.2 Sample preparation

We deliberately selected FCC metals with a wide range of stacking fault energies, as listed in Table 3.1. The BCC polycrystalline specimens used in this study were Fe and Mo. The high purity polycrystalline specimens were purchased from commercial sources, specified in Table 3.2. The specimens were cut and then annealed in a hydrogen flow furnace to avoid oxidation and contamination. We varied annealing conditions in an attempt to achieve specimens with similar microstructures as well as weak textures. The details of annealing conditions are listed in Table 3.2. Appropriate surfaces were prepared by using the LaboPol-4/LaboForce-1 combination polisher (Struers Inc.). A summary of sample preparations is presented in Table 3.3. The specimens were initially ground with SiC papers and then polished with diamond suspensions, Green lubricant, a water-
based solution, was used with a diamond suspension (Struers Inc.). Finally the samples were fine polished using colloidal silica slurry (OP-S). It is important to note that the colloidal silica has to be appropriate for the polishing system and the force has to be carefully adjusted to be as small as possible, but high enough to remove material in a reasonable time. Ag and Au are extremely soft; therefore, the samples have to be carefully polished with a low force.

**Table 3.1.** Materials and material properties of the polycrystalline specimens.

<table>
<thead>
<tr>
<th>Materials</th>
<th>Al</th>
<th>Ag</th>
<th>Au</th>
<th>Cu</th>
<th>Ni</th>
<th>Fe</th>
<th>Mo</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atomic Number</td>
<td>13</td>
<td>47</td>
<td>79</td>
<td>29</td>
<td>28</td>
<td>26</td>
<td>42</td>
</tr>
<tr>
<td>Lattice cont. (Å)</td>
<td>4.03</td>
<td>4.09</td>
<td>4.08</td>
<td>3.615</td>
<td>3.52</td>
<td>2.86</td>
<td>3.15</td>
</tr>
<tr>
<td>Stacking Fault EAM (mJ/m²)</td>
<td>104 $^b$</td>
<td>21 $^a$</td>
<td>30.7 $^b$</td>
<td>44.4 $^b$</td>
<td>127 $^b$</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Voigt average Shear Modulus (GPa)</td>
<td>33 $^b$</td>
<td>37.5 $^a$</td>
<td>29.1 $^b$</td>
<td>55.2 $^b$</td>
<td>90 $^b$</td>
<td>89.28 $^d$</td>
<td>125.98</td>
</tr>
<tr>
<td>$E$ (111) (J/m²)</td>
<td>0.870 $^b$</td>
<td>0.842 $^a$</td>
<td>1.094 $^b$</td>
<td>1.239 $^b$</td>
<td>1.953 $^b$</td>
<td>2.685 $^c$</td>
<td>3.429 $^c$</td>
</tr>
<tr>
<td>$E$ (100) (J/m²)</td>
<td>0.942 $^b$</td>
<td>0.983 $^a$</td>
<td>1.176 $^b$</td>
<td>1.345 $^b$</td>
<td>2.06 $^b$</td>
<td>2.565 $^c$</td>
<td>3.261 $^c$</td>
</tr>
<tr>
<td>$E$ (110) (J/m²)</td>
<td>1.037 $^b$</td>
<td>1.01 $^a$</td>
<td>1.282 $^b$</td>
<td>1.475 $^b$</td>
<td>2.375 $^b$</td>
<td>2.370 $^c$</td>
<td>2.920 $^c$</td>
</tr>
</tbody>
</table>

$^a$Reference [87], $^b$Reference [10], $^c$Reference [88], $^d$Reference [89]

**Table 3.2.** Characteristics of samples and accumulated grain boundary data. $T_H$ is a homologous temperature.
<table>
<thead>
<tr>
<th></th>
<th>Purity (%)</th>
<th>Commercial Sources</th>
<th>Annealing (°C)</th>
<th>T_11</th>
<th>Annealing (Hours)</th>
<th>Number of segments</th>
<th>Step size (μm)</th>
<th>Steps per line</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al</td>
<td>&gt;99.50</td>
<td>Commercial Alloy 1050</td>
<td>400</td>
<td>0.72</td>
<td>1</td>
<td>76,707</td>
<td>2.0</td>
<td>6.5</td>
</tr>
<tr>
<td>Ag</td>
<td>99.9985</td>
<td>Alfa Aesar Premion</td>
<td>200</td>
<td>0.39</td>
<td>2</td>
<td>300,875</td>
<td>0.4</td>
<td>6.6</td>
</tr>
<tr>
<td>Au</td>
<td>99.999</td>
<td>Alfa Aesar Premion</td>
<td>300</td>
<td>0.43</td>
<td>2</td>
<td>312,183</td>
<td>0.4</td>
<td>6.3</td>
</tr>
<tr>
<td>Cu</td>
<td>99.9999</td>
<td>Alfa Aesar Puratronic</td>
<td>300</td>
<td>0.43</td>
<td>2</td>
<td>308,062</td>
<td>1.0</td>
<td>6.5</td>
</tr>
<tr>
<td>Ni</td>
<td>99.999</td>
<td>Alfa Aesar Puratronic</td>
<td>416</td>
<td>0.40</td>
<td>24</td>
<td>293,609</td>
<td>1.0</td>
<td>7.3</td>
</tr>
<tr>
<td>Fe</td>
<td>99.995</td>
<td>Alfa Aesar Puratronic</td>
<td>550</td>
<td>0.46</td>
<td>2</td>
<td>48,133</td>
<td>1.0</td>
<td>11.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>81,685</td>
<td>9.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>71,889</td>
<td>9.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>279,212</td>
<td>11.4</td>
<td></td>
</tr>
<tr>
<td>Mo</td>
<td>99.95</td>
<td>Alfa Aesar</td>
<td>1050</td>
<td>0.46</td>
<td>2</td>
<td>297,494</td>
<td>1.0</td>
<td>7.1</td>
</tr>
</tbody>
</table>

Note Al and Ni data sets recorded by Miller [25] were also included in this study.

**Table 3.3** Surface preparation.
<table>
<thead>
<tr>
<th>Materials</th>
<th>Surface</th>
<th>Polishing</th>
<th>Lubricant</th>
<th>Speed [Rpm]</th>
<th>Force (N)</th>
<th>Time (Min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ag/ Au</td>
<td>SiC-paper</td>
<td>#1200</td>
<td>Water</td>
<td>120</td>
<td>2.5</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>SiC-paper</td>
<td>#2400</td>
<td>Water</td>
<td>120</td>
<td>2.5</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>SiC-paper</td>
<td>#4000</td>
<td>Water</td>
<td>120</td>
<td>2.5</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>MD-Mol</td>
<td>3(\mu)m diamond</td>
<td>Green</td>
<td>120</td>
<td>2.5</td>
<td>45</td>
</tr>
<tr>
<td></td>
<td>MD-Nap</td>
<td>1(\mu)m diamond</td>
<td>Green</td>
<td>120</td>
<td>2.5</td>
<td>60</td>
</tr>
<tr>
<td></td>
<td>MD-Chem</td>
<td>40 nm colloidal silica</td>
<td>Soap</td>
<td>120</td>
<td>2.5</td>
<td>180</td>
</tr>
<tr>
<td>Cu</td>
<td>SiC-paper</td>
<td>#1200</td>
<td>Water</td>
<td>120</td>
<td>5.0</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>SiC-paper</td>
<td>#2400</td>
<td>Water</td>
<td>120</td>
<td>5.0</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>SiC-paper</td>
<td>#4000</td>
<td>Water</td>
<td>120</td>
<td>5.0</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>MD-Mol</td>
<td>3(\mu)m diamond</td>
<td>Green</td>
<td>120</td>
<td>5.0</td>
<td>60</td>
</tr>
<tr>
<td></td>
<td>MD-Chem</td>
<td>40 nm colloidal silica</td>
<td>Soap</td>
<td>120</td>
<td>5.0</td>
<td>180</td>
</tr>
<tr>
<td>Fe/Mo</td>
<td>SiC-paper</td>
<td>#1200</td>
<td>Water</td>
<td>120</td>
<td>7.5</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>SiC-paper</td>
<td>#2400</td>
<td>Water</td>
<td>120</td>
<td>7.5</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>SiC-paper</td>
<td>#4000</td>
<td>Water</td>
<td>120</td>
<td>7.5</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>MD-Mol</td>
<td>3(\mu)m diamond</td>
<td>Green</td>
<td>120</td>
<td>5.0</td>
<td>45</td>
</tr>
<tr>
<td></td>
<td>MD-Mol</td>
<td>1(\mu)m diamond</td>
<td>Green</td>
<td>120</td>
<td>5.0</td>
<td>60</td>
</tr>
<tr>
<td></td>
<td>MD-Chem</td>
<td>40 nm colloidal silica</td>
<td>Soap</td>
<td>120</td>
<td>5.0</td>
<td>120</td>
</tr>
</tbody>
</table>

Note MD-Mol, MD-Nap, and MD-Chem are polishing cloths (Struers Inc.). MD-Mol (Taffeta wool) and MD-Nap (short synthetic nap) are cloths for diamond polishing. MD-Chem is a final cloth for final polishing with colloidal silica slurry (OP-S).
3.3 Measuring the Grain Boundary Character Distribution (GBCD)

3.3.1 Electron Backscatter Diffraction (EBSD)

Electron backscatter diffraction (EBSD) is a characterization technique to determine local crystal orientations. EBSD orientation maps can be collected from planar surfaces by using an automated EBSD system in a scanning electron microscope (SEM). We use a field-emission gun SEM (Quanta 200, FEI Company) for EBSD measurements. The microscope geometry is shown in Figure 3.1. When an electron beam is focused on a crystalline material, electrons undergo inelastic and elastic scattering while penetrating through a volume of material. Elastic scattering obeys Bragg’s law and therefore reveals crystallographic information from the interaction volume. Optimal intensity for the electron backscattering effect occurs when the sample is tilted to about 70° with respect to the electron beam, as shown in Figure 3.1a. The diffracted electrons produce an EBSD pattern on a phosphor screen, which is connected to a high gain intensified charge coupled device (CCD) camera (see Figure 3.1b). The geometry of the EBSD pattern is used to determine the local orientation of the crystal [90]. EBSD patterns are collected and analyzed by TSL/OIM software. Errors in absolute orientation and misorientation are estimated to be ±5° and ±0.5°, respectively [91][92][93]. The electron beam can be programmed to move on a fixed grid until the orientations in a predetermined area of the sample are mapped. The reliability of indexing is determined by the confidence index (CI). The crystal orientations with respect to the sample normal are defined by colors in the standard stereographic triangle (see Figure 3.1c). It should be noted that there are mis-indexed points at grain boundaries and at triple junctions where the diffraction patterns are superimposed. Mis-indexed points can also arise because of flaws in the surface preparation. Therefore it is necessary to correct mis-indexed pixels by clean up methods.
Figure 3.1. Schematic diagram shows the EBSD system. The electron beam from the FE SEM source is focused on the tilted sample (a). A backscatter Kikuchi diffraction pattern or EBSD pattern (b) is captured by the CCD camera [2]. The crystal orientation is then plotted in an [001] inverse pole figure map (c), color coded according to the standard triangle.
The confidence index (CI), which is generated from the voting scheme patented by TSL, indicates the confidence of indexed crystal orientation. The CI = 1 represents the maximum confidence in the orientation solution, while CI = 0 indicates that the point is likely to be mis-indexed. All of the EBSD maps were “cleaned-up” using algorithms that are parts of the TSL OIM software. Clean up parameters were varied from experiment to experiment based on the raw data. As an example, the clean up for the copper data is illustrated in Figure 3.2. We first performed a neighbor CI correction. In this correction, all of the pixels with CI less than 0.1 were changed to the orientation and CI of the neighbor with the highest CI. The map in Figure 3.2b depicts the inverse pole figure (IPF) map of the resultant data. Second, we performed grain CI standardization. The CIs of all points in a grain, where a grain is defined as two or more pixels with misorientation less than than 5°, are changed to the maximum CI found in the grain.

It should be noted that this step only changes the CI but not the orientation. In Figure 3.2b, some pixels that appear to be incorrectly assigned are marked by a black circle. These pixels are removed by a single iteration grain dilation in which single pixels were reassigned a new orientation to that of the nearest grain, as shown in Figure 3.2c. Approximately 2 % of the data was changed with this clean up method. At this point, we could see significant improvement from the raw data (Figure 3.2a). However there are orientation gradients inside grains, as clearly shown in the red and orange grains at the bottom left corner in Figure 3.2c. These orientation gradients are less than 5° in a single grain. We replace the individual orientations inside the grain with the average crystal orientation by applying the single orientation per grain method. The map in Figure 3.2d represents the data that was processed with this single orientation per grain method. After extensive clean up procedures, there are clusters of small grains with grain size less than 20% of the average grain size. A comparison with the raw data suggests that these are actually unresolved areas that have been converted to very small false grains by the clean-up procedure.
Figure 3.2. Inverse pole figure (IPF) maps for Cu illustrating the multi-step clean up procedures (a) raw data, (b) neighbor CI correction and grain CI standardization, (c) Grain dilation, and (d) average orientation per grain. Artifact pixels are highlighted by black circles.

The unresolved areas are regions of damage inherent in the sample preparation. Therefore, we shall consider these grains as artifacts. To remove these artifacts (Figure 3.3a), we partition the data and select only grains with CI greater
than 0.1 and grain size larger than 20% of the average grain size. The IPF map in
**Figure 3.3b** represents the partitioned EBSD map, which is approximately 90% of
the data. To reconstruct grain boundary line segments for the GBCD calculation, we
used TSL software to extract line segments from the partitioned EBSD map (see
**Figure 3.3b**). The software first identifies triple junctions and then estimates the in
plane grain boundary geometry [94]. Straight lines are first used to connect all of the
triple points, as in **Figure 3.3c**. If these segments deviate from the boundary
position by more than two pixels, the segments will be divided to better match the
curvatures of grain boundaries, as depicted in **Figure 3.3d**. From the reconstructed
boundaries, four of five parameters that specify the character of a grain boundary
are determined, three for crystal orientation and one for the in-plane boundary
orientation. The unknown parameter, the boundary plane inclination with respect
to the section plane, is estimated using a stereological procedure developed at
Carnegie Mellon University [14][16][95].

The relative areas of the grain boundaries or the grain boundary character
distribution (GBCD) are calculated from the relative lengths of grain boundaries. In
this study, the program calc_gbcd_stereo, version 05/14/2010 was used to calculate
the GBCD [95]. Cubic crystal symmetry and the TSL default reference frame were
chosen for the GBCD calculation. The GBCD was calculated using the same
discretization for the misorientations (Euler angles) and boundary plane
orientations (spherical angles). Each calculation was carried out twice, once using a
10° discretization and once using a 8.2° discretization. The stereographic
projections of grain boundary plane distributions (GBPd) and GBCD are calculated
using the program graph_gbcd, version 03/16/2010 [95]. All of the projections are
created using generic mapping tools (GMT) driven by the script
“draw_stereograms”.
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Figure 3.3. Inverse pole figure (IPF) maps for Cu, (a) cluster of false grains, (b) partitioned EBSD map excluding those grains, (c) reconstructed grain boundary map, and (d) IPF map plotted with reconstructed boundaries marked by red lines and false grains are colored black.
3.3.2 Guidance for EBSD measurements and GBCD calculations

The GBCD is calculated from a stereological interpretation of the reconstructed grain boundaries; therefore, the GBCD calculation has inherited uncertainties from the reconstructed grain boundaries. EBSD maps are discrete measurements on a grid; as a result, there are uncertainties in the grain boundary reconstruction associated with the step size in the EBSD measurements [25]. As clearly seen in Figure 3.3d, the reconstructed line segments deviate most significantly from the boundary position in small segments. To reduce this source of uncertainty, we deliberately use a step size that is approximately one tenth of average grain size for all EBSD measurements. In strongly textured materials, the bicrystal orientations are not random (Figure 1.1) and this leads to a bias in the sampling of boundary segments that can influence the results of the GBCD calculation. To ensure a fair comparison of GBCDs, we therefore processed the specimens to yield weak texture. It should also be noted that for those grain boundaries with highly populated misorientations, the relative areas are calculated with higher accuracy for the more common boundaries than for the ones of rarely observed boundaries. In other word, the GBCDs of highly populated grain boundaries are more accurate than the ones of less populated boundaries. For cubic materials, at least 50,000 reconstructed grain boundaries are needed for a reliable GBCD calculation with a bin resolution of 10° [14][16]. This assumes that all misorientations are equally distributed. However, our specimens are highly twinned and as many as 50 % of all the boundaries may be of the Σ3 type. To accurately sample the entire space, it is therefore necessary to have approximately 50,000 non-Σ3 boundaries. It should also be mentioned that the number of distinguishable boundary types is controlled by the binning resolution of the five dimensional space, as addressed in §2.2. Hence for a GBCD calculation with a bin resolution of 8°, at least 300,000 reconstructed grain boundaries are needed for a reliable GBCD.
3.4 Correlation Coefficients

To investigate the correlation of GBCDs in isostructural materials, we need statistical tools to quantify any correlations that exist. In this thesis, we use the Pearson product-moment correlation and the Spearman’s rank-order correlation coefficients ($r_{xy}$) to characterize the magnitude and direction of the relationship [96]. Both approaches characterize the degree of correlation from the correlation coefficient, which ranges from -1 to 1. Positive and negative correlations are determined by the sign of the correlation and $|r_{xy}| = 1$ represents a perfect correlation, while $r_{xy} = 0$ shows no correlation. The Pearson product-moment correlation is generally used in determining the correlation between N pairs of measurements ($x_i, y_i$). The correlation coefficient is defined as:

$$r_{xy} = \frac{\sum_{i=1}^{N}(x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_{i=1}^{N}(x_i - \bar{x})^2(y_i - \bar{y})^2}}$$  \hspace{1cm} \text{Equation 3.1}$$

The Spearman rank-order correlation assigns ranking values and uses the ranking values to calculate the correlation coefficient, which defined as

$$r_{xy} = 1 - \frac{6 \sum_{i=1}^{N}(R_i - S_i)^2}{N(N^2 - 1)}$$  \hspace{1cm} \text{Equation 3.2}$$

Where $R_i$ and $S_i$ are the rank orders in $x$ and $y$, respectively. The Pearson product-moment correlation is calculated by using Microsoft Excel 2008 for Mac. The Spearman rank-order correlation is calculated by using Wolfram Mathematica8. As an example, we calculated the correlation coefficients of relative areas for Σ3 boundaries among Au, Cu, and Ni in Figure 3.4 (reproduced from data in Figure 4.19).
Figure 3.4. Comparison of GBCDs for $\Sigma 3$ boundaries in Au, Cu, and Ni, linear plot in (a) and logarithmic plot in (b). Each point corresponds to two identical grain boundaries in two materials. The horizontal axis shows the relative area in Ni and the vertical axis shows the relative area in Cu or Au for the same boundary.

Figure 3.4 shows the comparison between the relative areas of $\Sigma 3$ boundaries in Au, Cu, and Ni. The horizontal axis shows the relative area in Ni and
the vertical axis shows the relative areas for the same boundary in Au and Cu. In Figure 3.4a, grain boundary populations of Au and Cu fall along straight lines, this reveals nearly perfect correlations, which are consistent with the Pearson correlation coefficients in Table 3.4. Based on this plot and the correlation coefficients, the GBCD of Σ3 boundaries in Au, Cu, and Ni are perfectly correlated. However, there is more scatter in the correlation between Au and Ni (see Figure 3.4a). This indicates that the correlation is not uniform throughout the dynamic range of the data and that the strong correlation at higher populations will have a dominant influence on the correlation coefficient. Because the values of grain boundary population span several orders of magnitude, we can use the natural logarithmic plot and recalculate the Pearson correlation coefficients. In Figure 3.4b, the scatter of grain boundary population at the low values leads to the lower Pearson correlation coefficients (see Table 3.4). These results suggest that the Pearson correlation is not robust in quantifying the correlation of GBCD. On the other hand, the Spearman rank-order correlation coefficients have intermediate values between the Pearson correlation coefficients of linear and logarithmic data sets (Table 3.4). Therefore, the Spearman correlation coefficient described by Equation 3.2 is more robust in describing the correlation of GBCDs that spans more than three orders of magnitude.

Table 3.4. The correlation coefficients and slopes for GBCDs of Σ3 boundaries in Ni, Au, and Cu.

<table>
<thead>
<tr>
<th></th>
<th>Pearson Correlation</th>
<th>Spearman Correlation</th>
<th>Pearson Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Au-Ni</td>
<td>0.98</td>
<td>0.94</td>
<td>ln(Ni)-ln(Au)</td>
</tr>
<tr>
<td>Cu-Ni</td>
<td>1.00</td>
<td>1.00</td>
<td>ln(Ni)-ln(Cu)</td>
</tr>
<tr>
<td>Cu-Au</td>
<td>0.99</td>
<td>0.96</td>
<td>ln(Au)-ln(Cu)</td>
</tr>
</tbody>
</table>
Chapter 4

4. Grain Boundary Character Distributions in FCC metals

4.1 Introduction

In this chapter, the microstructures and textures of the annealed polycrystalline specimens are described. Grain boundary character distributions (GBCDs) are extracted from the electron backscatter diffraction (EBSD) maps using the stereological technique described in §2.2. It was hypothesized that the GBCDs of isostructural polycrystalline materials are correlated. To test the hypothesis, we compare the GBCDs of annealed FCC metals: Ag, Au, and Cu. We also use data for Al and Ni recorded by Miller [25]. Finally, qualitative and quantitative comparisons of the GBCDs will be presented.

4.2 Microstructure

High purity metal foils were recrystallized at about 40% of the melting points in a hydrogen flow furnace, as described in §3.2. The goal of the processing was to achieve materials with comparable microstructures. Roughly 300,000 line segments were extracted from the EBSD maps. In an effort to keep the experimental conditions as nearly the same as possible, the step sizes of the EBSD measurements were carefully optimized to achieve a comparable step size per line segments for all of the FCC specimens (see Table 3.2). Figure 4.1 shows the nominal
microstructures of the specimens. Au, Cu and Ni have similar microstructures. Those FCC microstructures have parental twin grains with multiple twin lamellae. The microstructure of Ag differs significantly from those of Au, Cu, and Ni. The Ag microstructure consists of much finer twin lamellae within large grains separated by curved boundaries. This is consistent with what was reported in the literature [97] and, despite several attempts, we were not able to produce microstructures similar to Au, Cu, and Ni.

The crystallographic textures were calculated using the WTS2POP code written by A.D. Rollett. As shown in the pole figures (see Figure 4.2), Au, Cu, Ni, and Al have weak texture, while Ag has a significantly stronger texture. The strengths of the textures can also be depicted in the inverse pole figures (see Figure 4.3). Ag has a strange pole figure, which could originate from only a few large parental grains with small twin lamellae as depicted in Figure 4.1a. Au has a (110)[112] brass texture. Cu has (001)[100] cube texture, which is in agreement with the previous studies of annealing texture of cold rolled Cu foils [98][99]. Ni has a very weak texture. Annealed Al alloy 1050 has (001)[100] cube texture and (123)[412] R texture, which is the characteristic texture influenced by the present of iron and silicon in the Al alloy [100][101]. It was reported that in annealed high purity FCC metals, Ag (low stacking fault energy) has a brass texture, while Cu, Ni, and Al (high stacking fault energy) have cube textures [98][99][102][103].
Figure 4.1. Representative [001] inverse pole figure maps for the specimens.
Figure 4.2. Pole figures for the specimens, (a) Ag, (b) Au (c) Cu, (d) Ni, and (e) Al.
Figure 4.2, continued. Pole figures for the specimens, (c) Cu, (d) Ni, and (e) Al.
(a) Ag

(b) Au

Figure 4.3. Inverse pole figures for the specimens, (a) Ag, (b) Au, (c) Cu, (d) Ni, and (e) Al.
Figure 4.3, continued. Inverse pole figures for the specimens, (c) Cu, (d) Ni, and (e) Al.
4.3 Grain Boundary Character Distribution (GBCD)

The grain boundary character distribution (GBCD) is derived from the stereological analysis of grain boundary line segments. As discussed in §3.3.2, there are uncertainties from reconstructing grain boundary line segments. To reduce these uncertainties, we use a step size that is approximately one tenth of average grain sizes for EBSD measurements. As shown in Figure 4.4 and Table 3.2, the reconstructed line segments have similar distributions as well as comparable values of the average number of steps per line.

![Graph showing the distribution of the number of segments (%) with a given segment length, measured in multiple of the step size.]

Figure 4.4. The distribution of the number of segments (%) with a given segment length, measured in multiple of the step size.
Using 76,707 line segments for Al and approximately 300,000 line segments for Ag, Au, Cu, and Ni specimen, we calculated grain boundary plane distributions (GBPD) with 10° bins. The GBPDs of Al, Ag, Au, Cu, and Ni are plotted in stereographic projection. Because the distribution of Al is much lower in intensity, it is plotted separately (see Figure 4.5). As shown in Figure 4.5a and Figure 4.6a, the (111) plane is clearly favored compared to the (101) and (001) planes for all FCC specimens. The anisotropies of these distributions are comparable to the GBPDs of FCC structure previously reported for Al [28], Ni [6][26], Cu[26][16], Pb [39], brass [31][13], CuZr alloy [22], and stainless steel [41]. The peak at the (111) plane is coincident with the lowest energy surface orientation in FCC metals (Figure 4.5c) [104]. The coherent twin boundary is a 60° misorientation about the [111] axis with (111) planes on either side of the boundary. This is the lowest energy grain boundary and the most populated grain boundary. As shown in the grain boundary plane distributions in Figure 4.5b and Figure 4.6b, the highest peaks are located at the position of the coherent twin boundary for all FCC specimens. Even though there is a significant population of incoherent boundaries in Ag that do not appear in Al, Au, Cu, and Ni, the distribution still reaches a maximum at the position of the coherent twin. It should be noted that the number of distinguishable grain boundaries depends on the resolution of binning. The observed GBCD is therefore expected to vary with the bin size. If a certain feature in the GBCD is narrower than the binning resolution, peaks in the distribution will increase as the size of the bins decreases (see Figure 2.2) [25]. However, the distribution of relative grain boundary areas may contain many peaks with different widths. As an example, we calculated GBCD in Au with binning resolutions of 10° and 8.2°.
Figure 4.5. Grain boundary plane distributions of Al. (a) Grain boundary plane distributions (GBPD) calculated without considering the misorientation. (b) Grain boundary character distribution (GBCD) with a misorientation of 60° about [111]. (c) Surface energy calculated from the broken nearest neighbor bond in FCC metals. This figure was reproduced from reference [104]. Note that the energy unit in this figure is scaled with $E\ (210) = 1$. 

(c) Surface Energy
Figure 4.6. Grain boundary plane distributions of Ag, Au, Cu and Ni. (a) Grain boundary plane distributions (GBP) calculated without considering the misorientation. (b) Grain boundary character distribution (GBCD) with a misorientation of 60° about [111].
Figure 4.7. Comparison of GBCD in Au calculated with resolutions of 10° and 8.2°. Each point corresponds to the crystallographically identical grain boundary. The horizontal axis and vertical axis show the relative areas for grain boundary calculated with resolutions of 10° and 8.2°, respectively. Σ37 50.6° (111)[111] is highlighted by black circles.

The effects of the binning resolution and placement of the bin boundaries to the calculated GBCDs are illustrated in Figure 4.7. The apparent relative area of the coherent twin boundary is increased when the bin size is decreased. The relative areas of Σ9 boundaries with a 38.9° misorientation about the [110] axis also increase when the bin size is decreased. However the relative areas of the Σ27a boundaries with a 31.6° misorientation about the [110] axis decrease when the bin size is decreased. Because the misorientation angle of Σ9 (38.9°) is close to the Σ27a (31.6°) misorientation, the populations of Σ9 and Σ27a boundaries overlap and fall within the same bin when calculated with a binning resolution of 10°. When increasing the resolution to 8.2°, the populations of Σ9 boundaries increase and the populations of Σ27a decrease because the boundaries are classified in separate bins.
Furthermore, the placement of the bin also lowers the relative area of the Σ37 boundary. The Σ37 boundary has a 50.6° misorientation about the [111] axis. Because of the close proximity to the coherent twin, some of the coherent twins may be included when the resolution is 10°, but are excluded at 8.2°. As a result, the population of the Σ37 boundaries calculated with a 10° resolution is higher than when calculated with a resolution of 8.2°.

To compare the populations (P) of groups of grain boundaries with identical crystallographic parameters, we use the following procedure. The population range is discretized into bins of fixed width, Δ (in this case, Δ = 0.2 MRD). We then create a histogram by finding all of the boundaries in one data set that have populations between P and P + Δ, and average these populations. In the next data set, we then find the average population of the set of boundaries that have the identical crystallographic parameters. Thus we have an ordered pair consisting of the average population of all of the boundaries in a fixed population range and the average population of the crystallographically identical boundaries in a second material. This procedure is repeated for each population range so that we can then examine correlations between the two data sets. The result of comparing the GBCD of Ni to the GBCDs of Al, Ag, Au, Cu is shown in Figure 4.8. In this case, the GBCD was discretized with 10° bins. The same comparison for the case of 8.2° bins is shown in Figure 4.9. Because the relative areas vary by more than three orders of magnitude, the natural logarithm of the relative area is plotted. As clearly shown in Figure 4.8 and Figure 4.9, strong correlations among the FCC specimens are found for both resolutions. The correlations are quantified by the values in Table 4.1. These results provide evidence that the GBCDs of isostructural polycrystalline materials are correlated to each other regardless of the binning resolution.
Figure 4.8. Comparison of GBCD calculated with a resolution of 10° in Al (violet), Ag (blue), Au (red), and Cu (green). The average grain boundary populations in Al, Ag, Au, and Cu are plotted with the average populations of the same boundaries in Ni.
Figure 4.9. Comparison of GBCD calculated with a resolution of 8.2° in Ag (blue), Au (red), and Cu (green). The average grain boundary populations in Ag, Au, and Cu are plotted with the average populations of the same boundaries in Ni. Note that Al has been excluded from this comparison because the data set consists of only 76,707 line segments, which are not sufficient to calculate the GBCD with a resolution of 8.2°.

Table 4.1. The correlation coefficients for GBCD calculated with binning resolutions of 10° and 8.2°.
<table>
<thead>
<tr>
<th></th>
<th>Al</th>
<th>Au</th>
<th>Cu</th>
<th>Ni</th>
<th>Ag</th>
</tr>
</thead>
<tbody>
<tr>
<td>General</td>
<td>96.20</td>
<td>71.09</td>
<td>46.77</td>
<td>50.78</td>
<td>41.86</td>
</tr>
<tr>
<td>Boundaries (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Σ3 (%)</td>
<td>3.54</td>
<td>27.31</td>
<td>48.33</td>
<td>44.53</td>
<td>54.59</td>
</tr>
<tr>
<td>Σ9 (%)</td>
<td>0.19</td>
<td>1.40</td>
<td>3.87</td>
<td>3.72</td>
<td>3.18</td>
</tr>
<tr>
<td>Σ27a (%)</td>
<td>0.03</td>
<td>0.13</td>
<td>0.65</td>
<td>0.58</td>
<td>0.26</td>
</tr>
<tr>
<td>Σ27b (%)</td>
<td>0.04</td>
<td>0.07</td>
<td>0.38</td>
<td>0.39</td>
<td>0.11</td>
</tr>
<tr>
<td>Coherent twin boundary (%)</td>
<td>0.90</td>
<td>8.79</td>
<td>18.69</td>
<td>20.81</td>
<td>16.77</td>
</tr>
</tbody>
</table>

**Table 4.2.** Population fractions of general boundaries, Σ3, Σ9, Σ27a, Σ27b, and coherent twin boundary of the FCC specimens. The fractions of the general boundaries are defined as the total fraction of the other boundaries, which are not Σ3, Σ9, Σ27a, and Σ27b boundaries.

Considering that we have about 300,000 line segments and 6,561 distinguishable bins of grain boundaries with resolution of 10°, 1 MRD is then equivalent to 46 line segments in a bin. For statistical comparisons, a reasonable threshold would be about 10 line segments per bin or 0.5 MRD for Ag, Cu, and Ni.
For Al and Au, which contain many fewer Σ3 boundaries, 0.5 MRD corresponds to approximately 6 and 17 line segments, respectively. In the analysis that follows, we used grain boundary populations calculated with a bin size of 10°.

Among all possible grain boundaries in Al, Ag, Au, Cu, and Ni, there were 1,497 different boundaries with populations greater than 0.5 MRD in both materials and these are the data on the plot in Figure 4.10. Note that while there is some averaging in the result shown in Figure 4.8 and Figure 4.9, Figure 4.10 shows a direct point-by-point correlation. The horizontal axis shows the relative area in Ni and the vertical axis shows the relative areas for the same boundary in Al, Ag, Au, and Cu. As shown in the plot, the grain boundary populations fall along straight lines, especially for high MRD. This indicates that there are strong correlations among the distributions in FCC metals. There is more scatter for the low population boundaries because these boundaries are observed less frequently and the populations might be not determined as accurately. This scatter is absent in the plots shown in Figure 4.8 and Figure 4.9 because of the averaging scheme that is used. As clearly shown in Figure 4.10, the correlation between Al and Ni has the most scatter, which is quantified by the relatively low value (0.38) of the Spearman correlation (see Table 4.3). The Spearman correlations are high for Ni-Au, Ni-Cu, and Au-Cu, but lower for Ni-Ag, Ag-Au, Ag-Cu, Ag-Al, Au-Al, and Cu-Al. The Al specimen was the least pure and was annealed at much higher homologous temperature ($T_h = 0.72$) than the other specimens ($T_h = 0.4$). It is expected that the purity and the annealing temperature could influence the GBCD and weaken the correlation with the other specimens.

It also should be noted that Ag has a very different microstructure and crystallographic texture compared with ones of Au, Cu, and Ni (see Figure 4.1, Figure 4.2, and Figure 4.3). While the microstructures of Ag, Au, Cu, and Ni are composed of parental grains with multiple twin lamellae, Ag has much larger parental grains and much finer twin lamellae. In addition there are many more
island grains in Ag than in Au, Cu, and Ni. The Ag specimen has a uniquely strong texture, which might be dominated by a few large grains (see Figure 4.1a). As a result, the GBCD correlation between Ag and the other FCC metals (Au, Cu, and Ni) are lower than those of Ni-Au, Ni-Cu, and Au-Cu.

![Figure 4.10. Comparison of GBCDs calculated with a resolution of 10° for Al (violet), Ag (blue), Au (red), and Cu (green) with relative area greater than 0.5 MRD. Each point corresponds to two identical grain boundary types in two materials. The horizontal axis shows the relative areas in Ni and the vertical axis shows the relative areas in Ag, Au, and Cu for the same boundary type.](image)

**Table 4.3.** The correlation coefficients and slopes for GBCD of Al, Ag, Au, Cu, and Ni.
<table>
<thead>
<tr>
<th>All GBs &gt; 0.5 MRD</th>
<th>Pearson Correlation</th>
<th>Spearman Correlation</th>
<th>Pearson Correlation</th>
<th>Slope</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ni-Ag</td>
<td>0.97</td>
<td>0.55</td>
<td>ln(Ni)-ln(Ag)</td>
<td>0.80</td>
</tr>
<tr>
<td>Ni-Au</td>
<td>0.97</td>
<td>0.84</td>
<td>ln(Ni)-ln(Au)</td>
<td>0.90</td>
</tr>
<tr>
<td>Ni-Cu</td>
<td>0.99</td>
<td>0.96</td>
<td>ln(Ni)-ln(Cu)</td>
<td>0.98</td>
</tr>
<tr>
<td>Ni-Al</td>
<td>0.92</td>
<td>0.38</td>
<td>ln(Ni)-ln(Al)</td>
<td>0.64</td>
</tr>
<tr>
<td>Ag-Au</td>
<td>0.99</td>
<td>0.74</td>
<td>ln(Ag)-ln(Au)</td>
<td>0.90</td>
</tr>
<tr>
<td>Ag-Cu</td>
<td>0.98</td>
<td>0.65</td>
<td>ln(Ag)-ln(Cu)</td>
<td>0.84</td>
</tr>
<tr>
<td>Ag-Al</td>
<td>0.92</td>
<td>0.51</td>
<td>ln(Ag)-ln(Al)</td>
<td>0.76</td>
</tr>
<tr>
<td>Au-Cu</td>
<td>0.99</td>
<td>0.90</td>
<td>ln(Au)-ln(Cu)</td>
<td>0.93</td>
</tr>
<tr>
<td>Au-Al</td>
<td>0.93</td>
<td>0.56</td>
<td>ln(Au)-ln(Al)</td>
<td>0.74</td>
</tr>
<tr>
<td>Cu-Al</td>
<td>0.93</td>
<td>0.40</td>
<td>ln(Cu)-ln(Al)</td>
<td>0.62</td>
</tr>
</tbody>
</table>

### 4.4 Discussion

The central hypothesis that the GBCDs of isostructural materials with comparable microstructures are statistically correlated was tested. While we found a very high correlation among the high purity FCC metals with moderate stacking fault energy (Ni, Au, and Cu). Ag, with the lowest stacking fault energy among FCC specimens, has moderate correlation to the other FCC metals. The Ag microstructure
consists of a few large grains that contain many parallel twin lamellae, as shown in the EBSD map (Figure 4.1a). As a result, there are fewer non-Σ3 boundaries in the microstructure than was found in the other metals (see Table 4.2). Furthermore, the Σ3 boundaries in Ag are internal to the grains. Therefore, they do not impact the overall network in the same way as in the other metals. These characteristics are likely to contribute to the observed weak correlation between Ag and the other metals. In addition, the strong texture of Ag could also result in a different GBCD compared with ones of Au, Cu, and Ni. Because the misorientation angle distributions of the specimens are influenced by the texture and grain morphology, we will first calculate the misorientation angle distributions for all specimens. As shown in Figure 4.11, length fractions, which were normalized by the expected length from the random misorientation angle distribution, are plotted versus the misorientation angle in a unit of multiple of a random (MRD). The peak maxima in Ag, Au, Cu, and Ni (Figure 4.11a) are significantly higher than those of Al. The misorientation distribution of Cu and Ni have strong peak magnitudes at the 38° and 59°, which correspond to the highly populated boundaries of the Σ9 and Σ3 misorientations respectively. In contrast, the maxima in Ag and Au have weaker magnitudes and are broader than the ones in Cu and Ni. The misorientation angle distribution of Al has peak maxima around 45°, which is similar to the misorientation distribution of randomly oriented crystals known as the Mackenzie distribution (Figure 4.11b) [105].
Figure 4.11. Misorientation angle distribution, (a) Ag (blue), Au (red), Cu (green), and Ni (violet), and (b) Al (blue) and the Mackenzie distribution (red).
Because the misorientation angle distribution is a one-dimensional projection of the five macroscopic parameters of grain boundary space, the similarity of the distributions in Cu and Ni is associated with the fact that the GBCDs of Cu and Ni were strongly correlated. However it is not clear why the misorientation distribution of Ag and Au are different from those of Cu and Ni. To clarify this, we will investigate the texture intensity and grain morphology of the specimens. To quantify the texture, we will calculate and compare the texture strength and the standard deviation of the crystallographic texture of the specimens. In addition, the number of the nearest neighbor (NNN) grains will be used to characterize the grain morphology. For the crystallographic texture analysis, we examined the inverse pole figures (Figure 4.3). Based on the inverse pole figure files (ipf1.gpf, ipf2.gpf, and ipf3.gpf), which were generated by the WTS2POP code, we calculated the minimum, maximum, and standard deviation of the values and listed them in Table 4.4. Interestingly, when one considers how the fraction of observations is distributed by texture strength, the texture strength in Al, Au, Cu and Ni (see Figure 4.12), which resemble normal distributions, have much lower texture strengths and standard deviations than Ag (see Table 4.4).

**Table 4.4.** The average, minimum, maximum, and the standard deviation of the crystallographic textures for all specimens. Note NNN is stand for the number of nearest neighbor grain. Ag2 is the Ag data when resolution was coarsened to the 8 times of the original step size.

<table>
<thead>
<tr>
<th>Materials</th>
<th>Minimum (MRD)</th>
<th>Maximum (MRD)</th>
<th>Standard Deviation</th>
<th>Average NNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al</td>
<td>0.01</td>
<td>7.03</td>
<td>0.88</td>
<td>-</td>
</tr>
<tr>
<td>Ag</td>
<td>0.01</td>
<td>21.52</td>
<td>1.44</td>
<td>4.17</td>
</tr>
<tr>
<td>Au</td>
<td>0.16</td>
<td>3.39</td>
<td>0.64</td>
<td>5.38</td>
</tr>
<tr>
<td>Cu</td>
<td>0.29</td>
<td>7.89</td>
<td>0.87</td>
<td>5.03</td>
</tr>
<tr>
<td>Ni</td>
<td>0.25</td>
<td>3.70</td>
<td>0.29</td>
<td>5.52</td>
</tr>
<tr>
<td>Ag2</td>
<td>0.01</td>
<td>18.24</td>
<td>1.31</td>
<td>4.80</td>
</tr>
</tbody>
</table>
Figure 4.12. The fraction of bins in the IPF with different texture strengths for (a) Al, Au, Cu, and Ni, (b) Ag and Ag2. The horizontal axis represents the texture strength in units of multiples of a random (MRD), while the vertical axis indicates the fraction of bins with that strength, in percent.
Although the texture strength of Cu (7.89 MRD) is approximately twice of those in Au (3.39 MRD) and Ni (3.70 MRD), the Spearman correlation coefficient of Au-Cu and Ni-Cu are very strong (see Table 4.3). The GBCD of Ag, which has a distinct texture (21.52 MRD), is less correlated to the other high purity FCC specimens (Table 4.3). However, these maximal values may be outliers so it is more reliable to use the width of distribution as measure of similarity. The standard deviation of the texture values for Ag (1.44 MRD) is significantly larger than those of the other metals, which range from 0.29 MRD to 0.88 MRD. These results suggest that the strong GBCD correlation of FCC specimens occurs if the standard deviations of the texture distributions are less than 1 MRD and the maximal values are less than 8 MRD. Note that the actual limit was not determined in this study and further study would be needed to establish a more well-defined limit. It should be noted that the average number of the nearest neighbor grains (NNN) in Ag is the lowest among the FCC materials (4.17, compared to more then 5 in the others), which indicated that the grain morphology in Ag is distinguishably different from the rest of the specimens. In addition, the plot in Figure 4.13 indicates that Ag contains a higher fraction of island grains with the numbers of nearest neighbor grain equal to one, two, or three. An attempt was made to eliminate the island grains by artificially reducing the resolution of the EBSD maps. The resolution was coarsened by a factor of eight and the results from this coarser data set are referred to in this thesis as Ag2. The average NNN in Ag was increased from 4.17 to 4.80 by this coarsening procedure, but it is still lower than for the other materials, as shown in Table 4.4. The distribution of nearest neighbors in the Ag with the coarsened step size (Ag2) is more like Au and Cu than the original data, but still differs, as shown in Figure 4.13. Furthermore, we found that GBCDs of Σ3 boundaries for Ag and Ag2 calculated with a normal GBCD calculation are comparable, as in Figure 4.14a and Figure 4.14b. However, the distribution of texture strength for Ag2, shown in Figure 4.12b, differs insignificantly from the Ag data set. In other words, attempts to artificially make the grain shapes in the Ag data set comparable to those in the Au, Cu, and Ni were largely unsuccessful. The texture can affect the results in another way, and this is discussed below.
**Figure 4.13.** The frequency distributions of the number of nearest neighbor grain for all specimens. The horizontal axis represents the number of nearest neighbors while the vertical axis indicates the frequency. Note Ag2 is the Ag data when the resolution was coarsened to eight times of the original step size.

**Figure 4.14.** Grain boundary character distribution (GBCD) with a misorientation of 60° about [111]: (a) Ag and (b) Ag2 without texture correction, (c) Ag and (d) Ag2 with texture correction.
It should be pointed out that the Ag and Ag2 data sets have 16 fields of view. In Ag2 data set, there are only 4,253 grains, of which 31 grains have grain size greater than 20,000 \( \mu \text{m}^2 \) and contribute to 33% of the total area. Because most of the small grains were the twin lamellae, which were formed within a large grain, the unusual pole figure of Ag in Figure 4.2 derives from a relatively small number of large grains. The stereological calculation of the GBCD assumes that the grain orientations are uniformly distributed at each misorientation. However, this is not the case for the textured materials. To minimize the influence of strong texture that could bias the stereological calculation, the programs calc_gbcd_stereo_cor_1 and orient_pref_1 (version 05/27/2011) were use to calculate GBCDs [95]. The details of the calculation are in Appendix A, but we also summarize the procedure here. First, the orient_pref_1 program calculates a texture correction factor in the following way. For each misorientation, the number of times each grain orientation occurred is recorded and tabulated. By repeating for every line segment, the distributions of grain orientation at each misorientation are obtained. Next, the distributions of grain orientations are normalized separately for each misorientation. The texture correction factor is then assigned to the inverse of the orientation distribution. While observations of grain boundaries are weighted only by line length in calc_gbcd_stereo, observations of grain boundaries in calc_gbcd_stereo_cor_1 are weighted by the multiplication of the line lengths and a correction factor that adjusts the length to account for non-uniform sampling.

The distributions of grain boundary planes for \( \Sigma3 \) boundaries in Ag and Ag2, were calculated with the texture correction, as depicted in Figure 4.14c and Figure 4.14d, reveal that the populations of the incoherent \( \Sigma3 \) twin boundaries in Ag and Ag2 are decreased. In addition, these distributions are similar to the ones of Cu and Ni (Figure 4.15). Note that the Ag2 data set has only 16,069 line segments, which is much lower than the minimum requirement of 50,000 lines for the GBCD calculation with a bin resolution of 10° [14][16]. Nevertheless, the comparison between the high populations for \( \Sigma3 \) misorientation in Ag and Ag2 is deemed to be reliable.
It should be pointed out that the texture strength in Ag2 (18.24 MRD) is still very high compared with the other FCC specimens (see Table 4.4), and the same is true for the standard deviation of the texture (1.31 MRD). Consider the fact that Ag2 has similar grain morphology to those of Au, Cu, and Ni (see Figure 4.13), the results in Figure 4.14 suggest that the grain boundary morphology influences the GBCD less than the crystalloographic texture (Table 4.4).

Figure 4.15. Grain boundary plane distributions with texture correction in Ag, Au, Cu and Ni. (a) Grain boundary plane distributions (GBPD) calculated without considering the misorientation. (b) Grain boundary character distribution (GBCD) with a misorientation of 60° about [111].
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We calculated the GBPD with the texture correction code with 10° bins for all of the FCC materials. Figure 4.15a shows the stereographic projections of the GBPDs in Ni, Ag, Au, and Cu. The GBPDs are similar to the GBPDs calculated with the normal GBCD scheme (see Figure 4.6a). Figure 4.15b shows the grain boundary plane distributions for boundaries with a misorientation of 60° about [111] axis. The highest peaks are all located at the position of the coherent twin boundary for all FCC specimens, which are also similar to the GBCDs calculated with the normal GBCD code in Figure 4.6b. We observed that the populations of incoherent twin boundaries in Ag are decreased and the resultant distribution is similar to the ones of Ni and Cu. We also found that the distribution of incoherent twin boundaries in Au is slightly different from the ones calculated without the texture correction. This indicates that the brass texture could result in the non-uniform distribution of in-plane angle in the Au specimen. Figure 4.16 shows the grain boundary plane distributions (GBPD) in Al. Both of the grain boundary plane distributions of Al in Figure 4.16 are very similar to the ones calculated with the normal GBCD calculation (see Figure 4.5a).

To examine the difference between GBCD calculated with and without texture correction for all grain boundaries in the five-parameter grain boundary space, we extract the relative areas of grain boundaries with a binning resolution of 10°. Grain boundaries, which have GBCD greater than 0.5 MRD, are selected for statistical comparison. Figure 4.17a shows the comparisons of GBCDs in Ni calculated with and the without texture correction. The linear relationship in the plot suggests that the magnitude of correction factor is low for the weak texture of annealed Ni. We also observed the similar linear relationship in the weak texture of annealed Cu (see Figure 4.17b). For Ag with strong texture, GBCD calculated with texture correction shows significant large deviations from the linear relationship in Figure 4.17c. The large deviation corresponds to the low intensity of the incoherent twin boundaries in Ag (Figure 4.15b), and results in a low correlation coefficient (see Table 4.5).
Figure 4.16. Grain boundary plane distributions of the texture correction for Al. (a) Grain boundary plane distributions (GBPD) calculated without considering the misorientation. (b) The distribution of grain boundary planes for boundaries with a misorientation of 60° about [111].

Table 4.5. The correlation coefficients for GBCDs calculated with and without texture correction in Ni, Ag, Au, Cu, and Al.

<table>
<thead>
<tr>
<th>All GBs &gt; 0.5 MRD</th>
<th>Pearson Correlation</th>
<th>Pearson Correlation</th>
<th>Spearman Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear-Ni</td>
<td>1.00</td>
<td>Log-Ni</td>
<td>0.99</td>
</tr>
<tr>
<td>Linear-Ag</td>
<td>0.98</td>
<td>Log-Ag</td>
<td>0.85</td>
</tr>
<tr>
<td>Linear-Au</td>
<td>0.99</td>
<td>Log-Au</td>
<td>0.92</td>
</tr>
<tr>
<td>Linear-Cu</td>
<td>1.00</td>
<td>Log-Cu</td>
<td>1.00</td>
</tr>
<tr>
<td>Linear-Al</td>
<td>0.98</td>
<td>Log-Al</td>
<td>0.97</td>
</tr>
</tbody>
</table>
Figure 4.17. Comparison of the relative areas of grain boundaries calculated with and without the texture correction in (a) Ni, (b) Cu, (c) Ag, (d) Au, and (e) Al. Each point corresponds to the same grain boundary, for all boundaries with populations greater than 0.5 MRD. The horizontal axis shows the GBCD calculated without texture correction and the vertical axis shows the GBCD calculated with texture correction.

The comparison between the GBCDs of Au calculated with and without the texture correction is plotted in Figure 4.17d. Even though it is a linear relationship,
there is considerably more scatter than for Ni and Cu in Figure 4.17a, and Figure 4.17b, respectively. This indicates that the (110)[112] brass texture affects the stereological calculation and the true GBCD of Au. The comparison between GBCDs of Al calculated with and without texture correction is plotted in Figure 4.17e. There is a strong linear correlation, which is comparable with the one of Ni and Cu. For all of the FCC specimens, we have observed that the maxima are at the coherent twin boundary for both of the GBCDs calculated with and without texture correction. There are slight deviations of the correlation at the lower populations, which depend on the texture strengths in each specimen. The Spearman correlation coefficients of the weakly textured specimens (Ni, Cu, Au, and Al) are nearly perfect, while the correlation coefficient in Ag with stronger texture is 0.70 (see Table 4.5). This result revealed that those differences of the GBCDs calculated with and without the texture correction are correlated to degree of texture, as expected. The effect of texture on the GBCD calculation might be a factor that contributes to the weak correlation with the other FCC metals. However, even if the GBCD calculation were perfect, we would still expect textured and untextured FCC materials to have different GBCDs.

It should be noted that while the crystallographic texture affects the stereological GBCD calculation, it does not alter the conclusion that the GBCDs of FCC metals are correlated for specimens with similar microstructures, i.e. textures and grain shapes, as shown in Figure 4.18. The examples described here suggest that texture is more influential than grain shape and that the standard deviation of the texture strength must be less than 1.0. Because Al is not high purity (and the data set contains fewer observations) and Ag has a distinct microstructure and crystallographic texture, we will consider only Au, Cu, and Ni for the further analysis.
Figure 4.18. Comparison of the texture corrected GBCDs calculated with a resolution of 10° for Al (violet), Ag (blue), Au (red), and Cu (green). The average grain boundary populations in Al, Ag, Au, and Cu are plotted with the average populations of the same boundaries in Ni.

The relative areas for grain boundaries in Au, Cu, and Ni were derived from the normal GBCD calculation (calc_gbcd_stereo) with a binning size of 10° [95]. Among the 1,956 different boundaries with populations greater than 0.5 MRD, there are 159 Σ3 boundaries and 282 Σ9 boundaries. Those data are plotted in Figure 4.19. The horizontal axis shows the relative area in Ni and the vertical axis shows the relative areas for the same boundary in Au and Cu. As shown in the plot, the Σ3 boundaries in Au are more scattered than ones in Cu; nonetheless, the Σ3 boundaries in both Au and Cu monotonically increase with respect to the grain boundary population in Ni. The relative areas for incoherent twin boundaries in Au and Cu, which correspond to those observations with ln(MRD) between -0.5 and 1.5 in Ni, show more scatter around the linear relationship. The relative areas of Σ9 and Σ27 boundaries have lower populations than the Σ3 boundaries, but still show
strong correlations. The Spearman correlations of Ni-Au, Ni-Cu, and Au-Cu are nearly perfect for Σ3, Σ9, and Σ27 boundaries (see Table 4.6). Note that the Σ27 boundary classification includes both Σ27a, 31.6°/[110], and Σ27b, 35.4°/[210]. There are a lot of highly populated grain boundaries, which are classified as “Others”, because those grain boundaries have relative populations comparable to the Σ3 boundary. In fact, these boundaries have high populations because they are crystallographically “close” to the Σ3 misorientation. To examine this assumption, we excluded Σ3 boundaries and repeated the GBCD calculation. Figure 4.20 shows the GBCD comparison in Au, Cu, and Ni. The grain boundaries labeled “Others”, which have relatively high populations in Figure 4.19, do not appear in Figure 4.20. This result validates the assumption that those labeled “Others” are related to the discretization of the calculation.

Figure 4.19. Comparison of GBCDs in Au, Cu, and Ni with populations greater than 0.5 MRD. Each point corresponds to two crystallographically identical grain boundaries in two different materials. The horizontal axis shows the relative area in Ni and the vertical axis shows the relative area in Au or Cu for the same boundary.
Figure 4.20. Comparison of GBCDs excluding Σ3 boundaries in Au, Cu, and Ni with populations greater than 0.5 MRD. (a) and (b) are plotted from the same data set. Each point corresponds to two crystallographically identical grain boundaries in two different materials. The horizontal axis shows the relative area in Ni and the vertical axis shows the relative area in Au or Cu for the same boundary.
Table 4.6. The correlation coefficients and slopes for the GBCDs of Ni, Au, and Cu.

<table>
<thead>
<tr>
<th></th>
<th>All GBs &gt; 0.5 MRD</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pearson</td>
<td>Spearman</td>
<td>Pearson</td>
<td>Pearson</td>
<td>Slope</td>
</tr>
<tr>
<td></td>
<td>Correlation</td>
<td>Correlation</td>
<td>Correlation</td>
<td>Correlation</td>
<td></td>
</tr>
<tr>
<td>Au-Ni</td>
<td>0.97</td>
<td>0.85</td>
<td>ln(Ni)-ln(Au)</td>
<td>0.91</td>
<td>0.80</td>
</tr>
<tr>
<td>Cu-Ni</td>
<td>0.99</td>
<td>0.96</td>
<td>ln(Ni)-ln(Cu)</td>
<td>0.98</td>
<td>0.97</td>
</tr>
<tr>
<td>Cu-Au</td>
<td>0.99</td>
<td>0.91</td>
<td>ln(Au)-ln(Cu)</td>
<td>0.94</td>
<td>1.06</td>
</tr>
<tr>
<td>Σ3 only</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Au-Ni</td>
<td>0.98</td>
<td>0.94</td>
<td>ln(Ni)-ln(Au)</td>
<td>0.89</td>
<td>0.51</td>
</tr>
<tr>
<td>Cu-Ni</td>
<td>1.00</td>
<td>1.00</td>
<td>ln(Ni)-ln(Cu)</td>
<td>0.98</td>
<td>0.69</td>
</tr>
<tr>
<td>Cu-Au</td>
<td>0.99</td>
<td>0.96</td>
<td>ln(Au)-ln(Cu)</td>
<td>0.95</td>
<td>1.16</td>
</tr>
<tr>
<td>Σ9 only</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Au-Ni</td>
<td>0.94</td>
<td>0.93</td>
<td>ln(Ni)-ln(Au)</td>
<td>0.92</td>
<td>1.06</td>
</tr>
<tr>
<td>Cu-Ni</td>
<td>0.97</td>
<td>0.96</td>
<td>ln(Ni)-ln(Cu)</td>
<td>0.96</td>
<td>1.13</td>
</tr>
<tr>
<td>Cu-Au</td>
<td>0.98</td>
<td>0.98</td>
<td>ln(Au)-ln(Cu)</td>
<td>0.95</td>
<td>0.98</td>
</tr>
<tr>
<td>Σ27 only</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Au-Ni</td>
<td>0.96</td>
<td>0.94</td>
<td>ln(Ni)-ln(Au)</td>
<td>0.95</td>
<td>0.95</td>
</tr>
<tr>
<td>Cu-Ni</td>
<td>0.98</td>
<td>0.96</td>
<td>ln(Ni)-ln(Cu)</td>
<td>0.97</td>
<td>1.01</td>
</tr>
<tr>
<td>Cu-Au</td>
<td>0.99</td>
<td>0.96</td>
<td>ln(Au)-ln(Cu)</td>
<td>0.97</td>
<td>1.01</td>
</tr>
</tbody>
</table>

It should be noted that the data in Figure 4.20a and Figure 4.20b are plotted from the same data set but colored differently. In this analysis, we observed that Σ19b (46.8° misorientation about the [111]) and Σ43 (60.8° misorientation about the [332]) in Au have significantly higher populations than ones in Cu and Ni (see Figure 4.20b). The Σ19 boundaries in Au lead to the broadening of the peak maxima in the misorientation angle distribution (see Figure 4.11a). The slopes of the relative areas for Σ19 and Σ43 boundaries in Au versus ones in Ni clearly deviate from rest of the grain boundaries in Au. This deviation leads to the slight lowering of the Spearman correlation of Au-Ni in Table 4.6. These results indicate that the GBCDs in the isostructural FCC polycrystallines are more strongly correlated at specific misorientations than over the entire five macroscopic parameters. To generalize our finding that the GBCDs in isostructural materials are correlated, the relative areas of grain boundaries in BCC structure Fe and Mo are investigated in next Chapter.
Chapter 5

5. Grain Boundary Character Distributions in BCC Metals

5.1 Introduction

In the previous chapter, it was shown that the GBCDs of polycrystalline materials, which shared the same FCC crystal structure (isostructural), are strongly correlated [3]. It was reported that the GBCD is inversely correlated to the grain boundary energy [5][6][43][44][45][46][47][106]. Wolf previously reported that the energy anisotropies of BCC metals (Fe and Mo) were very similar for symmetrical tilt boundaries, symmetrical boundaries on (100) and (110) planes, and general grain boundaries [107][108][109]. These results implied that grain boundary energies in Fe and Mo were correlated. As a result, the GBCDs of Fe and Mo might be also correlated in a similar manner to that of FCC metals. We shall investigate the GBCDs of annealed Fe and Mo. To show that the correlations do not exist with metals of other structures, the Ni data set, which was recorded by Miller [25], was also included in this study.

5.2 Microstructure

The BCC polycrystalline specimens used in this study were annealed from the cold-rolled Fe 99.995% pure (Puratronic, Alfa Aesar, Ward Hill, MA) and the cold-rolled Mo 99.95% pure (Alfa Aesar, Ward Hill, MA). The cold-rolled specimens were
cut and annealed in the hydrogen flow furnace as summarized in Table 3.2. The samples were polished with SiC papers, diamond suspension, and polished with 0.04 μm colloidal silica, as described in Table 3.3. All EBSD measurements were carried out with the step size of 1 μm. EBSD raw data were processed with standard clean up functions in the TSL software described in §3.3.1. Figure 5.1 shows the typical microstructure of the specimens. The EBSD maps of Fe annealed for 2 and 4 hours, which are shown in Figure 5.1a and Figure 5.1b respectively, indicate that these specimens are partially recrystallized. In other words, the deformed grains were not entirely consumed by the undeformed grains. The deformed grains, which can be identified by the color gradient inside the grain, are located at the bottom right in Figure 1a and at the top left in Figure 5.1b. The Fe specimens annealed for 8 (Figure 5.1c) and 16 hours (Figure 5.1d) are fully recrystallized. The EBSD map of Mo in Figure 5.1e reveals a very strong grain orientation texture with [100] along the normal direction of the specimen. Multiple grains in each scan had assigned orientations that were influenced by the so-called “pseudo-symmetry” problem, where the EBSD pattern recognition software could not distinguish between two similar orientations separated by particular rotations about symmetry axes. This causes many false grain boundaries, obvious in orientation maps such as the one shown in Figure 5.2a, that influence the misorientation distributions. Therefore, when line segments are extracted from this EBSD map, artificial boundaries are generated from these false grains (see Figure 5.2b). To eliminate these boundaries, the pseudosymmetry clean up was use to remove these 30° <111> false boundaries with a tolerance of 2°. This clean up procedure changes only 1.5% of all data in the EBSD map. Because these false grains have much smaller grain size than the rest of the polycrystalline grain, we also partition the EBSD data using a grain size criterion. Figure 5.2c shows the EBSD map of the partitioned data selected only grain with CI greater than 0.1 and grain size larger than 10μm. This partitioning removes approximately 1% of the EBSD data. As shown in the reconstructed grain boundary maps of the partitioned data in Figure 5.2d, there are no false boundaries, which previously observed in Figure 5.2b.
**Figure 5.1.** EBSD maps for Fe specimens annealed at four different annealing times: (a) 2 hours, (b) 4 hours, (c) 8 hours, (d) 16 hours, and (e) Mo specimen annealed for 2 hours. The crystallographic orientations are colored according to the standard stereographic triangle on the bottom right. Note that all EBSD maps were plotted from raw data.
Figure 5.2. Inverse pole figure (IPF) maps for Fe specimen annealed for 16 hours, (a) EBSD map and (c) pseudosymmetry cleaned up and partitioned EBSD map. Reconstructed grain boundary maps from (a) and (c) are shown in (b) and (d) respectively. The crystallographic orientations are colored according to the standard stereographic triangle shown as inset in (d). Note that, reconstructed boundaries are marked by red lines and false grains are colored black.
**Figure 5.3.** Pole figures for the specimens, (a) Fe 2 hours annealing, (b) Fe 4 hours annealing, (c) Fe 8 hours annealing, (d) Fe 16 hours annealing, and (e) Mo 2 hours annealing.
Figure 5.3, continued. Pole figures for the specimens, (c) Fe 8 hours annealing, (d) Fe 16 hours annealing, and (e) Mo 2 hours annealing. Note that the Mo has residual deformation texture from prior rolling, which results in the strong (001)[110] component.
Figure 5.4. Inverse pole figures for the specimens, (a) Fe 2 hours annealing, (b) Fe 4 hours annealing, (c) Fe 8 hours annealing, (d) Fe 16 hours annealing, and (e) Mo 2 hours annealing.
Figure 5.4, continued. Inverse pole figures for the specimens, (c) Fe 8 hours annealing, (d) Fe 16 hours annealing, and (e) Mo 2 hours annealing.
Figure 5.5. Misorientation angle distributions. (a) All Fe specimens and (b) Fe 16 hours annealing, Mo 2 hours annealing, and the Mackenzie distribution.
Figure 5.3 and Figure 5.4 show the pole figures and inverse pole figures of the specimens, which clearly show grain orientation texture for all specimens. Annealed Fe specimens have a strong γ-texture, which is a typical texture for cold rolled and annealed BCC Fe [8][110]. Note that the sample frames of the EBSD measurements for Fe specimens are slightly different due to the tilts of polishing planes. Mo has a (001)[110] α-fiber texture, which is similar to the texture of annealing of cold-rolled Ta [111]. Figure 5.5a shows the misorientation distribution for all Fe specimens. As shown in the plot, the frequencies of the low angle grain boundaries with misorientation angles less than 15° in Fe annealed for 8 and 16 hours are lower than that of Fe annealed for 2 and 4 hours. Figure 5.5b shows the comparable plot for Fe annealed at 550 °C for 16 hours and Mo annealed at 1050 °C for 2 hours. The misorientation distributions of Fe and Mo are clearly different from the random misorientation angle distribution (Mackenzie distribution), which has its peak at about 45° [105]. These results also show that the occurrence of low angle grain boundaries in Fe is greater than in Mo. The misorientation distributions are also quite different from those of the FCC metals (Ag, Au, Cu, and Ni), which have the peak centered at 60° (Figure 4.11a).
5.3 Grain Boundary Character Distribution (GBCD)

The GBCDs of our specimens were calculated using the texture correction scheme described in detail in Appendix A. The line segments, which are the initial input for the GBCD calculation, were extracted from the EBSD maps using the TSL/OIM software. The numbers of line segments and the average length, measured in step size, for each data set are listed in the Table 3.2. Figure 5.6 shows stereographic projections of the grain boundary plane distribution for all misorientations in units of multiple of a random distribution (MRD). Note that Figure 5.6f shows the surface energy of a BCC metal calculated from the broken nearest neighbor bond model [104]. These distributions reveal weak anisotropy for all specimens ranging from 0.85 MRD to 1.13 MRD. These low anisotropies are consistent with the previous studies of Fe-1%Si [112] and ferritic steels [8][110], but the peak maxima were located at different positions. The distributions of the Fe specimens have maxima at the (001) position, which is also the peak position for the Mo specimen (see Figure 5.6e). The peak maxima in the Fe-1%Si and ferritic steels were centered at (110) and (111) planes respectively [110][8][112]. It is possible that the alloying components in the Fe-1%Si and ferritic steels influenced the relative energies and the preferred grain boundary planes. To support this idea, note that the GBCD of the ferritic steels [112] had maxima that corresponded to the lowest surface energy (see Figure 5.6f). It should also be noted that previous studies showed that artifacts in the GBCD calculation could produce small anisotropies and suggested that anisotropies less than 10% should not be considered significant [9]. Therefore the (001) maxima in Fe (1.11 MRD) and Mo (1.13 MRD) are barely greater than the expected range of experimental uncertainty.
Figure 5.6. Grain boundary plane distributions (GBPDs) in (a) Fe annealed for 2 hours, (b) Fe annealed for 4 hours, (c) Fe annealed for 8 hours, (d) Fe 16 annealed for hours, (e) Mo annealed for 2 hours, and (f) the surface energy calculated from the broken nearest neighbor bond in BCC metals. This figure was reproduced from reference [104]. Note that the energy unit in this figure is scaled with $E (100) = 1$. 
Figure 5.7. Observed distribution of grain boundary plane normal for boundary with 60° about [111] axes, (a) Fe annealed for 2 hours, (b) Fe annealed for 4 hours, (c) Fe annealed for 8 hours, (d) Fe annealed for 16 hours, and (e) Mo annealed for 2 hours. Note that the GBCDs were calculated with a binning resolution of 10°.

Figure 5.7 shows the GBCDs for all specimens with a misorientation of 60° about [111] axis. The Σ3 boundary populations in Fe specimens change continuously with the annealing times. Specifically, there is no clear peak after 2 hours annealing (see Figure 5.7a). The population intensities of the tilt grain boundaries in the (111) zone develop gradually at the symmetrical (110) tilt boundary and broaden in the Fe specimens annealed for 4 hours and 8 hours, as depicted in Figure 5.7b and Figure 5.7c respectively. Because the (110) plane is
expected to have the lowest energy in BCC materials, one might expect that the most highly populated grain boundaries to be comprised of these planes. In fact, this is the case for Mo (although the maxima are not significantly larger than any of the other tilt grain boundaries in the (111) zone). Interestingly, the peak for the Fe specimen annealed for 16 hours (Figure 5.7d) is centered at the symmetrical (112) tilt boundary, which is analogous to the coherent twin boundary in FCC metals. In addition, the symmetrical (111) twist boundary, which is the predominant boundary in FCC metals, is the minimum of this distribution with a population of \~ 0 MRD. The distribution of Σ3 boundaries in Fe annealed for 16 hours is comparable with the ones in ferritic steels [8][110]. However the population of the coherent boundaries in Figure 5.7d (2.3 MRD) is much lower than those of the ferritic steels, which were about 13 MRD [8] and 16 MRD [110]. The annealing temperatures (650°C to 1200 °C) during thermomechanical processing in the ferritic steels are much higher than the annealing temperature (550 °C) of our Fe specimens. Therefore, both the thermal processing and presence of alloying elements are factors that might lead to observation of more coherent twin boundaries in the ferritic steels. The distribution of Σ3 boundaries in Mo specimen annealed for 2 hours (see Figure 5.7e) has a peak at the symmetrical (110) tilt boundary, which is quite similar to the distributions of Fe annealed for 4 hours (Figure 5.7b) and 8 hours (Figure 5.7c). Because the Fe and Mo specimens were annealed at the same homologous temperature (\textit{T}_\textit{H} = 0.46), it is possible that the peak maximum in Mo might have changed from the (110) to the coherent twin with longer annealing as observed for the Fe specimens. If that were the case, it would also explain how the symmetrical (110) tilt boundary was predominant among Σ3 boundaries in Fe-1%Si, which was annealed at 787 °C for 1 hour [112]. However, as mentioned above, the actual populations at (112) and (110) are not significantly different.

In what follows, it is assumed that the Fe specimen annealed at 550 °C for 16
hours is the most ideal and nearest to an equilibrium state. Thus, we chose this Fe specimen and the Mo annealed at 1050°C for 2 hours for further investigation. The GBCD of Ni, which was calculated with the texture correction scheme, was also included in the comparison. We plot the average grain boundary populations using the same procedure that was used to create the plots in Figure 4.8 and Figure 4.9. The comparison of the GBCD of Mo to the GBCDs of Fe is shown in Figure 5.8. The average grain boundary populations of Mo are strongly correlated to the ones of Fe for both 10° (Figure 5.8a) and 8.2° (Figure 5.8b) resolutions (see Table 5.1). As expected, the average grain boundary populations in Fe and Mo are not positively correlated with the ones of Ni (see Figure 5.9). It should be noted that the Pearson correlation coefficients of ln(Fe)-ln(Ni) is relatively high. As we mentioned before in §3.4, the Pearson correlation coefficients are dominated by the highly populated grain boundaries and not are robust to quantify correlations when the data varies over orders of magnitude. Because the Spearman rank-order correlation coefficients are weakly negative or moderately negative for the comparison of Fe and Mo to Ni, the results indicate that the GBCDs are positively correlated only for isostructural materials. Figure 5.10 shows a direct point-by-point correlation. The horizontal axis shows the relative area in Fe and the vertical axis shows the relative areas for the same boundary in Mo. While there is considerable scatter, the relative areas for the Σ3 boundaries between Mo and Fe are strongly correlated. This result implies that the GBCD might be more strongly correlated at each misorientation than over the entire grain boundary space. Also, in comparison to the GBCDs of the FCC materials, note that the dynamic range of the data is much smaller for the BCC materials, so that small deviations are more obvious on the correlation graphs.
Figure 5.8. Comparison of GBCD calculated with resolutions of (a) 10° and (b) 8.2° in Mo and Fe. The average grain boundary populations in Mo are plotted with the average populations of the same boundaries in Fe. Both plots were discretized into bins of fixed width, $\Delta = 0.1$ MRD.
Figure 5.9. Comparison of GBCD of (a) Fe and (b) Mo. The average grain boundary populations in Fe and Mo are plotted with the average populations of the same boundaries in Ni. Both plots were calculated with resolutions of 10° and discretized into bins of fixed width, $\Delta = 0.1$ MRD.
Table 5.1. The correlation coefficients for the average grain boundary populations in Fe, Mo, and Ni. GBCD calculated with binning resolutions of 10° and 8.2° were both discretized into bins of fixed width, Δ = 0.1 MRD.

<table>
<thead>
<tr>
<th></th>
<th>Pearson 10°</th>
<th>Spearman 10°</th>
<th>Pearson 8.2°</th>
<th>Spearman 8.2°</th>
<th>Pearson 10°</th>
<th>Pearson 8.2°</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fe-Mo</td>
<td>0.95</td>
<td>0.87</td>
<td>0.92</td>
<td>0.85</td>
<td>ln(Fe)-ln(Mo)</td>
<td>0.95</td>
</tr>
<tr>
<td>Ni-Fe</td>
<td>-0.55</td>
<td>-0.20</td>
<td>-0.46</td>
<td>-0.05</td>
<td>ln(Ni)-ln(Fe)</td>
<td>-0.80</td>
</tr>
<tr>
<td>Ni-Mo</td>
<td>0.02</td>
<td>-0.31</td>
<td>0.02</td>
<td>-0.22</td>
<td>ln(Ni)-ln(Mo)</td>
<td>-0.37</td>
</tr>
</tbody>
</table>

Figure 5.10. Comparison of GBCDs calculated with a resolution of 10°. Each point corresponds to two crystallographically identical grain boundary types in two materials with populations greater than 0.5 MRD. The horizontal axis shows the relative areas in Fe and the vertical axis shows the relative areas in Mo for the same boundary type. Note that the Σ3 boundaries and the other grain boundary types are marked red squares and blue diamonds respectively.
5.4 Discussion

The hypothesis that the GBCDs of isostructural BCC polycrystalline materials (Fe and Mo) are correlated has been verified. The comparisons between the GBCDs of the BCC metals (Fe and Mo) to the FCC metal (Ni) in Figure 5.9 indicate, as expected, that GBCDs are positively correlated only for materials that share the same crystal structure (see Table 5.1). Furthermore, the result in Figure 5.10 reveals that the GBCD might be more strongly correlated at each misorientation. To investigate this, we deliberately extracted the relative areas for 408 distinct grain boundaries. The particular set was selected because the energies of the grain boundaries were calculated using atomistic simulations with EAM potentials, as described in the next chapter. These 408 boundaries, which are comprised of 127 tilt, 24 twist, and 257 mixed boundaries, span 49 different misorientations. A comparison between grain boundary populations in Fe and the Mo for 229 boundaries, which have relative grain boundary populations greater than 0.5 MRD, is shown in Figure 5.11. The points are marked according to the Σ misorientations as in Figure 5.11a. Note that Σ3, Σ33, Σ41 were colored red, blue, and black respectively. Because Σ9, 38.9°/[110] has a misorientation angle close to Σ27, 31.6°/[110], Σ9 and Σ27 boundaries were colored brown. The misorientations of Σ13, 27.8°/[111] and Σ39, 32.2°/[111] are also close, therefore we colored both Σ13 and Σ39 green. Σ17, 28.1°/[100], Σ53, 31.9°/[100], and Σ65, 30.5°/[100] have similar misorientations about the same [100] axis, therefore we colored these boundaries orange. We also compared the relative areas of grain boundary in Fe and Mo according to the types of grain boundary structures as in Figure 5.11b. The grain boundaries are separated into three categories: tilt (diamonds), twist (squares), and mixed (circles). Asymmetrical boundaries, symmetrical boundaries, (110) symmetrical boundaries, and (112) symmetrical boundaries, were colored blue, red, green, and black respectively. The GBCDs of Fe and Mo for these 229 boundaries are moderately correlated with a correlation coefficient of 0.56.
Figure 5.11. Comparison between the relative areas of grain boundaries in Fe annealed for 16 hours and Mo annealed for 2 hours, (a) Grain boundaries were colored according to the $\Sigma$ misorientations. (b) Grain boundaries were colored according to the types of boundary structures. Each point corresponds to two crystallographically identical grain boundaries in two different materials. The horizontal axis shows the relative areas in Fe and the vertical axis shows the relative area in Mo for the same boundary.
Figure 5.12. The distributions of grain boundary planes for Σ33, 20.1°/[110] and Σ41, 12.7°/[100] in Fe annealed for 16 hours and Mo annealed for 2 hours: (a) Σ33 Fe, (b) Σ33 Mo, (c) Σ41Fe, and (d) Σ41 Mo.

The correlation coefficient increased from 0.56 (for all of the boundaries) to 0.82 when only Σ3 boundaries were considered. While the GBCDs of Fe and Mo are correlated when separated by Σ misorientations (Figure 5.11a), there is no correlation between GBCD in Fe and Mo when they are separated by the structure type of the grain boundary (Figure 5.11b). Among the select set of 229 high symmetry grain boundaries, the most populated boundaries in Fe and Mo are the Σ41, 12.7°/[100] with the symmetrical (9,1,0) planes and the Σ33, 20.1°/[110] with the symmetrical (6,5,4) planes respectively. Because the most populated grain boundaries in Fe and Mo are different, the relationship between the average grain boundary populations in Fe and Mo shows more scatter at the highly grain boundaries (Figure 5.8) It should be noted that there are limited numbers of Σ33 and Σ41 in the set used to construct Figure 5.11a, the global maxima may actually occur at other positions. As an example, the grain boundary plane area distributions for Σ33, 20.1°/[110] and Σ41, 12.7°/[100], are plotted in Figure 5.12. As shown in Figure 5.12, there are significant differences of the peak intensities and the grain boundary distribution in the Fe and Mo specimens. While there were no noticeable peak maxima in Mo, the peak maxima in Fe are clearly observed at the orientations
of the low index planes of (110) and (100) in $\Sigma 33$ and $\Sigma 41$ respectively. Because we calculated the GBCD with $10^\circ$ bins, the populations of the low angle grain boundaries fall into the bin of $\Sigma 41$, $12.7^\circ/[100]$, and leads to the high fraction of the $\Sigma 41$ boundaries in Fe. Although there was no clear peak in the plots in Mo, the average population of $\Sigma 33$ (1.9 MRD) and $\Sigma 41$ (2.6 MRD) boundaries are higher than that of $\Sigma 3$ (1.3 MRD) boundaries. The average populations in Fe are followed a similar trend, in which the $\Sigma 33$, $\Sigma 41$, and $\Sigma 3$ have average populations of 2.0 MRD, 3.5 MRD, and 1.1 MRD respectively. These results indicate that the low angle grain boundaries in Fe and Mo are highly populated grain boundaries, which is in fact consistent with the misorientation angle distribution in Figure 5.5b.

Based on the results in this chapter, we conclude that the GBCDs of BCC polycrystals are more likely correlated at each misorientation than over the entire grain boundary space (see Figure 5.10), which is consistent with the results of the FCC metals in Chapter 4. Because the relative areas for grain boundary in polycrystalline materials are controlled by the boundary energy [5][6][43][44][45][46][47][106], it is of interested to examine the relationship between grain boundary population and energy in the BCC metals. In the next Chapter, we shall describe how the energies of 408 grain boundaries in Fe and Mo were determined using atomistic simulations.
Chapter 6

6. Atomistic Simulation of the Grain Boundary Energies in Fe and Mo

6.1 Introduction

In this chapter, we shall describe the atomistic simulations of 408 distinct grain boundaries in Fe and Mo. Holm et al. recently showed that boundary energies in the Al, Au, Cu, and Ni, which shared the same face-centered cubic (FCC) crystal structure (isostructural), are correlated and scaled with the shear modulus [10][69]. These significant results implied that the variation of the grain boundary energy in the body-centered cubic (BCC) metals might also be correlated in a similar manner to that of the FCC metals. There have been a number of atomistic simulations that surveyed grain boundaries energy in BCC metals [107][108][109][113][114]. Wolf previously showed that the energy anisotropies of Fe and Mo were similar for symmetrical tilt boundaries, symmetrical boundaries on (100) and (110) planes, and certain general grain boundaries [107][108][109]. In addition, Tschopp and colleagues recently examined a large data set of grain boundary energies of Fe by using molecular statics [113]. However, much of this work focused on symmetrical boundaries with a limited number of general grain boundaries.

Kim et al. developed a systematic scheme to construct a grain boundary energy database, which covered the entire five macroscopic degrees of freedom [114]. In this scheme, grain boundary energies of Fe were calculated from an atomistic model using molecular statics. A large number of grain boundaries were
constructed using misorientation and grain boundary plane as the parameters, similar to the parameterization of the (GBCD). However, the discretization of grain boundary planes is relatively coarse. Olmsted et al. demonstrated that the minimized energies of the same macroscopic grain boundaries varied with the starting configurations [69]. Although some of the starting configurations minimized to the same lowest energy, it is no guarantee that the global minimum is the minimized energy when only one starting configuration is considered. To have quantitatively corrected boundary energy, it is important to consider alternative grain boundary structures, which have different relative translations between the adjacent crystals (microscopic configurations).

Hence the atomistic simulations, that considers a wide range of grain boundary types and a large number of grain boundary structures for each grain boundary type, are needed to provide insight into how the energy of the grain boundary varies over all five macroscopic parameters. We chose Fe and Mo as model materials because these polycrystalline materials were widely used and well studied by the atomistic simulation. A large number of grain boundaries (408) will be investigated. In the following, we examine the correlation between grain boundary energy in Fe and Mo associated with the material properties in Table 6.1. We also compare the simulated boundary energy of Fe to the experimental measured boundary energy of Fe [8].
Table 6.1. Materials properties and the ratios of selected materials properties calculated from the EAM potentials. The ratios are scaled with the lattice constant ($a_0$) to obtain the unit of grain boundary energy (energy per area).

<table>
<thead>
<tr>
<th>Materials properties</th>
<th>Mendelev Fe EAM2 $^{a}$</th>
<th>Finnis-Sinclair Mo EAM $^{b}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lattice constant $a_0$ (Å)</td>
<td>2.8553</td>
<td>3.1472</td>
</tr>
<tr>
<td>Melting point $T_m$ (K)</td>
<td>1773</td>
<td>3062.6 ± 7.6</td>
</tr>
<tr>
<td>Cohesive energy $E_{coh}$ (eV)</td>
<td>4.122</td>
<td>6.82</td>
</tr>
<tr>
<td>Coherent twin energy (mJ m$^{-2}$)</td>
<td>26.2</td>
<td>38.9</td>
</tr>
<tr>
<td>Bulk modulus $B$ (GPa)</td>
<td>177.8</td>
<td>262.6</td>
</tr>
<tr>
<td>Voigt average shear modulus $\mu_{voigt}$ (GPa)</td>
<td>89.28</td>
<td>125.98</td>
</tr>
<tr>
<td>$C'$ (GPa)</td>
<td>49.2</td>
<td>151.6</td>
</tr>
<tr>
<td>$C_{11}$ (GPa)</td>
<td>243.4</td>
<td>464.7</td>
</tr>
<tr>
<td>$C_{12}$ (GPa)</td>
<td>145.0</td>
<td>161.5</td>
</tr>
<tr>
<td>$C_{44}$ (GPa)</td>
<td>116.0</td>
<td>108.9</td>
</tr>
<tr>
<td>$E_{coh}/ a_0^2$ (ratio)</td>
<td></td>
<td>1.4</td>
</tr>
<tr>
<td>Coherent twin energy (ratio)</td>
<td></td>
<td>1.5</td>
</tr>
<tr>
<td>$a_0 B$ (ratio)</td>
<td></td>
<td>2.5</td>
</tr>
<tr>
<td>$a_0 C'$ (ratio)</td>
<td></td>
<td>3.4</td>
</tr>
<tr>
<td>$a_0 C_{44}$ (ratio)</td>
<td></td>
<td>1.0</td>
</tr>
<tr>
<td>$a_0 \mu_{voigt}$ (ratio)</td>
<td></td>
<td>1.6</td>
</tr>
</tbody>
</table>

$^{a}$Material properties of Fe are from Ref [115][116]

$^{b}$Materials properties of Mo are from Ref [89] except for $T_m$ from Ref [117]
6.2 Computational Approach

We constructed 408 distinct grain boundaries in a periodic cell size of 20a₀/2, where a₀ is the lattice spacing. The 408 boundaries, selected based on the periodic cell size, include 49 different misorientations. Based on the grain boundary planes, 127 are tilt-type grain boundaries, 24 are twist-type, and 257 mixed boundaries. It should be noted that the 408 boundaries do not provide comprehensive coverage of the grain boundary space. Because the grain boundaries were selected based only upon the size of the periodic repeat unit, it is unlikely that these 408 will represent the most frequently observed boundaries in the real materials. Grain boundary energies were computed using atomistic simulations based on the embedded-atom method (EAM) potential. The computational scheme is similar to prior studies of the grain boundary energy for FCC metals, which have been described in details in Ref. [10] and [69]. The Mendelev potential 2 was used for Fe [115] and Finnis-Sinclair potentials was used for Mo [89]. These potentials have appropriately reproduced the lattice constants, the elastic constants, and have been successfully used to simulate the grain boundary energies in Fe and Mo [107][108][109][113]. For each macroscopic grain boundary structure, large sets of initial configurations, roughly from 10² to 10⁴, were minimized using the conjugate-gradient method in the LAMMPS code [70]. The initial configurations in Fe and Mo were generated using a similar method, which was already established by Olmsted et al. [69]. The only difference was that the atoms near the grain boundary were randomly perturbed before we removed the atoms that are very close to one another. Therefore, we will have more initial configurations and this should improve the chances of finding the actual energy minimum. The grain boundary energy, which is the global energy minimum for each macroscopic grain boundary, was chosen from the lowest energy from the large initial configurations.
6.3 Results and Discussion

The calculated boundary energy of Fe is shown as a function of disorientation angle in Figure 6.1a. The equivalent plot for Mo is shown in Figure 6.1b. The energies of 408 boundaries were separated into three categories: tilt (diamonds), twist (squares), and mixed boundary (circles) that have both twist and tilt components. Note that asymmetrical boundaries, symmetrical boundaries, symmetrical boundaries with (110) planes, and symmetrical boundaries with (112) planes, were colored blue, red, green, and black respectively. As shown in Figure 6.1, it clearly demonstrates that the (110) symmetrical boundaries are the low boundary energy regardless of the grain boundary types and the disorientation angle. These results are consistent with the previous results [109] and in fact emphasize that grain boundary energy could be thought of as the total energy of adjoining surfaces minus the bonding energy [1][2]. The (110) surface has the lowest energy, so, symmetric grain boundaries composed of two (110) planes have much lower boundary energies than the asymmetrical grain boundaries with boundary planes composed of planes with higher energy orientations.
Figure 6.1. The calculated boundary energies of Fe (a) and Mo (b) plotted versus a disorientation angle. The grain boundaries are separated into three categories: tilt boundaries (diamonds), twist boundaries (squares), and mixed boundaries (circles). Asymmetrical boundaries, symmetrical boundaries, (110) symmetrical boundaries, and (112) symmetrical boundaries, are colored blue, red, green, and black respectively.
Figure 6.2. Calculated boundary energies for Fe (a) and Mo (b) plotted versus Σ, the inverse density of coincident lattice sites. The grain boundary types are colored the same as in Figure 6.1.
It important to mention that the symmetrical mixed boundary with (741) planes at the disorientation angle of 50.48° has a uniquely low energy, which is even lower than the (110) symmetric twist boundary at this disorientation angle. It is possible that the long-range interaction between atoms across the grain boundary plane could enhance the bonding energy and lead to a reduction in the grain boundary energy. To investigate this, we plotted the computed energies for Fe and Mo as a function of Σ value, which is the inverse of the density of coincident lattice sites. Figure 6.2 shows the relationship between the calculated boundary energies in Fe and Mo plotted versus Σ with the color marks the same as in the Figure 6.1, and clearly demonstrates that the value of Σ is a poor predictor of grain boundary energy. The (741) symmetrical mixed boundary is at Σ11 with the boundary energy of 0.57 J/m² (Fe) and 0.80 J/m² (Mo). We also observed that the (751) symmetrical mixed boundary at Σ3 also has low energies of 0.47 J/m² (Fe) and 0.68 J/m² (Mo). However, at this Σ3, three asymmetrical mixed boundaries with boundary planes of (11,7,1)(3,3,1), (8,3,2)(6,5,4), and (13,11,5)(5,3,1), have lower energy than the (751) boundary in both Fe and Mo data set, as in Figure 6.2a, and Figure 6.2b respectively.

There are 40 Σ3 boundaries in the set of 408 grain boundaries. The energy of these Σ3 boundaries ranges from 0.26 J/m² and 1.27 J/m² in Fe and from 0.39 J/m² and 1.84 J/m² in Mo. This energy range indicates that the energies of Σ3 boundaries are strongly influenced by the boundary plane orientation, which is consistent with the measurement and simulation results for Fe and Mo [8][107][109][113]. If surface energy were the only factor that determined grain boundary energies, then one would expect the energy of the symmetrical (112) boundary to be greater than that of the symmetrical (110) boundary [118]. However at the Σ3 misorientation, the energy of the (110) symmetrical tilt grain boundary, 0.31 J/m² in Fe and 0.45 J/m² in Mo, is slightly higher than that of the (112) symmetrical tilt grain boundary (the coherent twin boundary), 0.26 J/m² in Fe and 0.39 J/m² in Mo. The relatively low energy of the coherent twin boundary is consistent to the measured boundary energy in Fe [8] and Mo [119].
In addition, the energy of the (110) symmetric grain boundary at Σ3 is much lower than the other (110) symmetric boundaries. Therefore, it is possible that bonds within the interface at this boundary are responsible for the lower energy. Note that there are other Σ3 grain boundaries in Fe and Mo whose energies are near the maximum of each data set, showing that it is not the misorientation that confers low energy to a grain boundary, but the details of the interface structure. Because the grain boundary energy is determined from the sum of the two surface energies minus the bonding energy, we can approximately determine the boundary energy if we know the surface and the bonding energies. As a simple approximation, the bonding energies can be assumed to be constant. However, there are expected to be significant variations for special, high symmetry boundaries where the bonding energy will be a sensitive function of interface structure. This sensitivity is probably the reason that the (112) symmetric Σ3 boundary has a lower energy than the (110) symmetric Σ3 boundary.

Nevertheless, the distribution of grain boundary energies for Fe and Mo in Figure 6.1 and Figure 6.2 are very similar. To investigate the correlation between grain boundary energies in Fe and Mo, a comparison of the 408 calculated boundary energies is shown in Figure 6.3. The data are colored according to the grain boundary type: (110) symmetrical boundaries (green circles), Σ3 boundaries (red squares), the coherent twin boundary (black square), and the other type of boundaries (blue diamonds). The scaling factors associated with the ratios of $a_0/l_{\text{voigt}}$, the coherent twin energy, and $a_0 C_{44}$ are shown as lines in the Figure 6.3. There is a nearly perfect correlation; the correlation coefficient is equal to 0.99. The lowest boundary energy is the coherent twin boundary with energies of 0.26 J/m² and 0.39 J/m² in Fe and Mo, respectively. However the highest boundary energy in Fe (1.40 J/m²) and Mo (1.97 J/m²) is not the same grain boundary. However, in this part of the distribution, there are more boundaries with nearly degenerate energies than at lower energies.
Figure 6.3. The relationship between the calculated boundary energies for Fe and Mo. Each point corresponds to two crystallographically identical grain boundaries in two different materials. The horizontal and vertical axes show the boundary energy in Fe and Mo respectively. Note that the data are colored according to the grain boundary types: (110) symmetrical boundaries (green circles), Σ3 boundaries (red squares), the coherent twin boundary (black square), and the other type of boundaries (blue diamonds). Lines show scaling factors predicted by the various materials parameters.

The EAM potential, which was used to determine the boundary energy, could play a major role in the scatter. It should also be noted that for each macroscopic grain boundary, the microscopic configurations, which specify the arrangements of atoms at the grain boundary, might be not the same for all boundaries in Fe and Mo. Nonetheless, the results in Figure 6.3 reveal that all types of grain boundaries ranging from low to high boundary energy follow the same trend. It is possible that the ratio of grain boundary energies in Fe and Mo are similar because these quantities scaled with the ratio of the bond strength (cohesive energy). Because the dimension of the grain boundary energy is energy per length squared, it is required
to divide the cohesive energy by the square of the lattice constant \((E_{\text{coh}}/a_0^2)\). Interestingly the ratio of the \(E_{\text{coh}}/a_0^2\) (1.4) is equal to the actual scaling factor (see Figure 6.3). It should be noted that while the grain boundary energies between these two BCC metals are scaled with \(E_{\text{coh}}/a_0^2\), the boundary energies in FCC metals are not scaled with \(E_{\text{coh}}/a_0^2\) but strongly scaled with the ratio of a lattice constant multiplied by shear modulus \((a_0 C_{44})\) and a lattice constant multiplied by Voigt average shear modulus \((a_0 \mu_{\text{voigt}})\) [10][69]. Our results show that the ratio of shear modulus \((a_0 C_{44})\) predicts a ratio of 1.0, which is clearly inconsistent with the actual scaling factor (1.4). The ratio of \(a_0 \mu_{\text{voigt}}\) (1.6), which is the average elastic modulus of an aggregate of crystals with all possible lattice orientations [120], is also in poor agreement with the actual scaling factor. At this point, it is not clear how the grain boundary energy in Fe and Mo with BCC structure is scaled with the ratio of the \(E_{\text{coh}}/a_0^2\). It is possible that the grain boundary energy in Fe and Mo are correlated with \(E_{\text{coh}}/a_0^2\) might be coincidental; more boundary energies of different BCC metals are needed to confirm these findings.

Recently, a large data set of grain boundary energies of BCC Fe was experimentally measured. The measured boundary energies of BCC Fe were extracted from a ferritic steel, which has an average grain size of \(~6\mu\text{m}\) and a number of alloying elements that were not accounted for in the simulation [8]. The 3D microstructure was characterized using focused ion beam serial sectioning combined with an electron backscatter diffraction (EBSD) system. The measured grain boundary energies were then calculated using Morawiec’s procedure described in §2.3 [8][79].
Figure 6.4. The relationship between measured and calculated grain boundary energy in Fe. Note that the data fall into three distinct population groups: P < 1 (blue diamonds), 1 < P < 4 (red squares), and P > 4 (green circles).

We compare our simulated boundary energies in Fe to the experimental grain boundary energies (see Figure 6.4). The data are colored according to the observed grain boundary population (P) [8]. Note that there is a weak correlation between measured and calculated boundary energies. Nonetheless the results show that the data on the plot are clustered corresponding to the three distinct population ranges. Specifically, grain boundaries with fewer observations (P < 1 MRD) mostly have higher boundary energies as determined from both measurement and computation, whereas more frequently observed boundary grain boundaries (P > 4 MRD) are relatively low in both measured and calculated boundary energies. It should be pointed out that both energy data sets have sources of error and uncertainty, which could result in a broad scatter and a weak Pearson correlation coefficient (R= +0.32).

The experimental measurement of grain boundary energy presumed that all
grain boundary triple junctions were in thermodynamic equilibrium and grain boundary energies were close for grain boundaries that are close in crystallographic space [79]. Therefore a large data set of triple junctions, which cover the full five crystallographic dimensions, was required. However, the grain boundary character distribution (GBCD) of this specimen is an anisotropic distribution. The most common boundary in the system was the \{112\} symmetric tilt with the \(\Sigma 3\) misorientation (the coherent twin boundary) [8]. It should be noted that the grain boundary energies were derived from the GBED in the same way as we obtained the grain boundary population for a specific type of grain boundary. As a result, poor statistics of non-uniform sampling of grain boundary might lead to an error of measured boundary energies [4]. For example, the experimental grain boundary energy distribution (GBED) of Fe contains many zero values (where there were no observations), which are not physically meaningful description of the grain boundary energy.

It should be noted that grain boundary energies are the average values of the grain boundary energies that have the same bi-crystal symmetry in the discretized system. Therefore for a specified grain boundary, zero values in certain categories of the experimental data can lead to an underestimation in the energy. To ameliorate this problem, only grain boundary energies that contained less than 5% of zero points are included in the comparison in Figure 6.4. On the other hand, the calculated boundary energies could also have errors from the grain boundary construction, minimization procedures, and EAM interatomic potential function. Even though a large number of initial configurations are minimized, the global minimum might not be a true global minimum [4]. Furthermore, the framework of the grain boundary energy calculation minimized the excess enthalpy at 0 K, rather than the free energy. Computational studies recently showed that grain boundary energies decrease with temperature [121][85]. However, it is possible that not all of the boundary energies vary with temperature in a similar manner [1]. In addition, it should be noted that the measured boundary energies were derived from a ferritic steel. Previous studies of the effect of solute atoms on the grain boundary energies
suggested that impurities could both increase or decrease boundary energies, depending on the change in grain boundary structure [11][122][123]. However, we currently don’t have measured boundary energies of high purity BCC Fe to compare with this measured boundary energies [8]. Even though the point-by-point comparison does not obviously show the linear relationship, the average relationship between measured and calculated boundary energies, as illustrated in Figure 6.5, represents a strong linear relationship. In the plot, measured and calculated boundary energies were classified into equally spaced bins with a width of 0.05 arbitrary units and 0.05 J/m² respectively. The average result clearly reveals a strong linear correlation (+0.91). This high correlation coefficient suggests that the measured boundary energy validates the calculated boundary energy.

Figure 6.5. The average relationship between measured and calculated boundary energies. Error bars were plotted with 0.5 standard deviation of the measured boundary energies. Note, the variances of the calculated boundary energies are smaller than the width of the markers.

In conclusion, we found that the calculated boundary energies of Fe and Mo
were strongly correlated with a correlation coefficient of 0.99. The slope of the linear relationship between the calculated boundary energies of Fe and Mo scaled with the ratio of $E_{\text{coh}}/a_0^2$. The calculated boundary energies are weakly correlated to the experimentally measured boundary energies. However on average, the comparison between computational and experimental boundary energies reveals a strong linear correlation, which validates the calculated boundary energy data set.

Theoretical studies suggested that the anisotropy of experimental GBCDs are strongly affected by the energy anisotropy rather than by the mobility anisotropy [45][46][47][106]. The anisotropy of the GBCD is inversely correlated to the anisotropy of grain boundary energy [5][6][43][44][45][46][47][106]. Recall that the critical event model (see Figure 2.4) [47] demonstrated that the anisotropy of the GBCD depends on the energy anisotropy (the difference between maximum and minimum boundary energies). Even though this model can predict the GBCD with low energy anisotropy, it might not be representative of the energy anisotropy of FCC metals (Al, Au, Cu, and Ni) and BCC metals (Fe and Mo). If the grain boundary populations obey a fixed relationship between the grain boundary energies and the grain boundary populations, the GBCD correlation in FCC metals (Table 4.1) and in BCC metals (Table 5.1), could provide insight into the correlation of the calculated boundary energies in FCC and BCC metals [3][4][10][69]. To verify this hypothesis, we shall investigate the relationship between the experimental GBCDs and grain boundary energies.
Chapter 7

7. The Relationship between Grain Boundary Populations and Energies

7.1 Introduction

In this chapter, we shall investigate the relationship between the experimental GBCDs and the calculated grain boundary energies. For FCC metals, the GBCDs of Au and Cu are compared with the boundary energies calculated by Olmsted et al. [69]. We also use the previous GBCDs of Al and Ni, which were measured by Miller [25]. For BCC metals, we compare the GBCDs of Fe and Mo to our calculated boundary energies described in Chapter 6. The GBCD of BCC Fe derived from a 3D-EBSD measurement of a ferritic steel [8] is also included in the comparison between the grain boundary population and the calculated boundary. Throughout this chapter, when we refer to calculated grain boundary energies, this means the energies calculated at T= 0 K (enthalpy) using EAM simulations.

7.2 FCC metals

7.2.1 Results FCC metals

In the Chapter 4, we showed that the degree of correlation among the GBCDs of FCC metals is related to the microstructure and the crystallographic texture. Ag, which has the distinct microstructure, has the relatively weak correlation to the
other FCC specimens. While the GBCD of Ag is not as strongly correlated as the other FCC metals, chapter 5 showed that BCC metals had negative correlations with FCC structured Ni. These results imply that the grain boundary energy is the factor that controls the correlation amongst the GBCDs of the FCC materials. As mentioned earlier, atomistic simulations showed that the energies of crystallographically identical grain boundaries in Al, Au, Cu, and Ni are correlated to one other [10]. Because recent studies have reported the correlations among the GBEDs and GBCDs in Al and Ni [3][4], these results are included here for comparison.

The experimental GBCDs of Al, Au, Cu, and Ni in Figure 7.1 show moderately negative correlations to the 388 calculated grain boundary energies, as listed in Table 7.1. It should be noted that the 388 calculated GB energies were selected based on their symmetry, and not their population. In fact, most of these boundaries have minority populations in the experimental data sets. The inverse correlations in Au and Cu are consistent with the previous results, which indicate that the anisotropic distributions of grain boundary populations are related to anisotropic distributions of grain boundary energy [5][6][7][21][46][47]. If we use the experimental population as an indication of the reliability of the observation, it is reasonable to consider only grain boundaries with populations greater than 0.5 MRD (the rational for this cutoff was previously addressed in §4.3).

Table 7.1. The correlation coefficients and slopes between experimental GBCDs and 388 calculate grain boundary energies.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Al: MRD-Energy</td>
<td>-0.61</td>
<td>-0.49</td>
<td>Al: ln(MRD)-Energy</td>
<td>-0.57</td>
</tr>
<tr>
<td>Au: MRD-Energy</td>
<td>-0.49</td>
<td>-0.55</td>
<td>Au: ln(MRD)-Energy</td>
<td>-0.65</td>
</tr>
<tr>
<td>Cu: MRD-Energy</td>
<td>-0.45</td>
<td>-0.41</td>
<td>Cu: ln(MRD)-Energy</td>
<td>-0.62</td>
</tr>
<tr>
<td>Ni: MRD-Energy</td>
<td>-0.44</td>
<td>-0.40</td>
<td>Ni: ln(MRD)-Energy</td>
<td>-0.61</td>
</tr>
</tbody>
</table>
Figure 7.1. The relationship between experimental GBCDs and 388 calculated boundary energies. Each point corresponds to the same grain boundary type. The horizontal axis shows the calculated boundary energies, while the vertical axis shows the relative grain boundary areas in Al (blue), Au (red), Cu (green), and Ni (violet).
Figure 7.2. The relationship between grain boundary populations and calculated grain boundary energies in Al. Each point represents a grain boundary type, only boundaries with populations greater than 0.5 MRD are plotted. The horizontal axis shows the calculated boundary energies, while the vertical axis shows the relative grain boundary areas. Outliers are marked by black circles. The relative energies of the Σ11 (110)[311] boundary calculated by DFT (purple) and measured experimentally (black) are shown with the large solid circles.

In Figure 7.2 we apply this cutoff (0.5 MRD) and plot experimental grain boundary populations of Al versus the calculated grain boundary energies and label the grain boundaries by type. Σ3 boundaries, the most populated boundaries, show a strong inverse correlation to the calculated grain boundary energies. The second most populated boundaries, Σ9, show the same trend but with a broad scatter, especially at high energies. The experimental GBCDs for low population boundaries have broad scatter, because these boundaries are observed less frequently and the populations are not determined accurately. The outlier of Σ37 50.6° (111)[111], circled in Figure 7.2, has a higher population because of its proximity to the coherent Σ3 twin boundary 60° (111)[111]. When the population of this boundary is
calculated, the bin containing the Σ3 twin boundaries may occasionally be sampled and this leads to an overestimation of the Σ37 grain boundary population [3]. The other outlier is the Σ11 50.5° (110)[311] symmetric tilt boundary. The population of the Σ11 boundary is significantly lower than the other boundaries with similar boundary energies. The Σ11 is one of energy cusps in Figure 2.9b and it is therefore possible that the underestimate is a result of its finite width compared to the discretization. If it were a narrow cusp, then the experimental GBCD calculated with a resolution of 10° will underestimate the population of this boundary, as previously observed for the coherent twin boundary in Figure 4.7. However, the population of this Σ11 boundary calculated with a resolution of 10° (4.3 MRD) is comparable to the one calculated with resolution of 8.2° (4.8 MRD), so we do not think this underestimate is a result of the discretization. We can also consider possible errors from the atomistic calculation of the grain boundary energy, which could yield an especially low energy for this Σ11. Even though several hundred to several thousand configurations are optimized via a molecular statics method using the EAM interatomic potentials, there is no guarantee that the lowest optimized energy for each grain boundary is the global energy minimum. However, this error would result in higher boundary energy rather than one that is too low. The Σ11 (110)[311] boundary energy in Al calculated by the Ab initio Density functional theory (DFT), 166.0 mJ/m² [124], appears to be higher than the one calculated by the EAM interatomic potentials, 128.9 mJ/m². Both the EAM and DFT calculated boundary energy of Σ11 (110)[311] are in poor agreement with the experimental value of 174-580 mJ/m², computed from the relative energy between the Σ11 and the coherent twin boundary (see Figure 2.9b) [73][74]. Even though the experimental value has a wide range, if the true value were in the center of the range (marked as a black solid sphere), it would not be an outlier in Figure 7.2. Therefore, the experimental population is in better agreement with the experimental energy than either of the simulated energies. It should be noted that the calculated grain boundary energies are simulated based on free energy minimization at 0 K (i.e. enthalpy). If all grain boundary energies scale with temperature in a similar manner, the calculated
enthalpies could then be interpreted as the relative boundary free energies. Recent computational studies suggested that the free energies of grain boundaries decrease with temperature from 0 K to near the melting point [85][86]. In addition, the experimental grain boundary energy of the $\Sigma 11$ (113) boundary in Cu decreases with temperature in Figure 2.9b [53][73][74][76]. However, the same figure also suggests that not all grain boundary energies decrease at the same rate when increasing temperature. If the boundary energies of FCC metals annealed at temperatures listed in Table 3.2 do not linearly decrease with temperature, the calculated boundary energies would not represent the actual relative grain boundary energies. In this case, the comparisons between grain boundary populations and calculated grain boundary energies in Al, Au, Cu, and Ni, would contain uncertainties. At this point, we do not have a way to determine these uncertainties.

The $\Sigma 37$ 50.6° (111)[111] and $\Sigma 11$ 50.5° (110)[311] also appeared as outliers when the experimental grain boundary populations and calculated grain boundary energies were compared for Au, Cu, and Ni. Both of the outliers have characteristics similar to those described in Al. In addition to these boundaries, the $\Sigma 19$ 46.8° (111)[111] in Au, Cu, and Ni (see Figure 7.3, Figure 7.4, and Figure 7.5), has a lower population than would be predicted by the calculated energy. The population of this boundary in Au (see Figure 7.3) is $\ln(\text{MRD})=2.7$, which is lower than suggested by its energy ($\ln(\text{MRD}) \sim 4.5$). Although this boundary showed some sensitivity to the discretization, it was not strong enough to account for the large difference. While it is possible that the calculated boundary energy for this boundary is incorrect, there is no convincing argument for why the calculation would provide an energy that is anomalously low. One possibility is that the specific atomic configuration in the simulation that minimizes the energy is rare or even unique and, therefore, difficult to achieve in a real polycrystal where configurations of adjoining boundaries might constrain the local microscopic degrees of freedom. Investigating this possibility is beyond the scope of the current project.
Figure 7.3. The relationship between grain boundary populations and calculated grain boundary energies in Au. Each point represents a grain boundary type, only boundaries with populations greater than 0.5 MRD are plotted. The horizontal axis shows the calculated boundary energies, while the vertical axis shows the relative grain boundary areas. Outliers are marked by black circles.
Figure 7.4. The relationship between grain boundary populations and calculated grain boundary energies in Cu. Each point represents a grain boundary type, only boundaries with populations greater than 0.5 MRD are plotted. The horizontal axis shows the calculated boundary energies, while the vertical axis shows the relative grain boundary areas. Outliers are marked by black circles.

We observed that the relative areas for twin-related grain boundaries (Σ3, Σ9, and Σ27) in Ni all linearly decrease as the grain boundary energies increase. However the large number of Σ3 boundaries in Ni makes the relative areas for all other grain boundaries so low that it is difficult to make a reliable comparison to the energies. Therefore, we repeated the normal GBCD calculation after excluding Σ3 boundaries. The list of reconstructed line segments, which are not the Σ3 misorientation, was obtained by using the twin_filter program version 01/25/2009 written by Rohrer [95]. There are 162,865 line segments, which is sufficient for the GBCD calculation with a bin resolution of 10° [14][16]. The relative areas for Σ7, Σ9, Σ11, and Σ27 in Ni are higher when the GBCD is calculated without the Σ3 boundaries (see Figure 7.6) than when it is calculated with all boundaries (see Figure 7.5). The increase in relative population is simply scaled with a factor,
magnifying the relatively more rare boundaries. While the relative areas of $\Sigma 7$, $\Sigma 9$, $\Sigma 11$, and $\Sigma 27$ grain boundaries are all inversely correlated with the calculated boundary energies, there is a different slope for each misorientation.

**Figure 7.5.** The relationship between grain boundary populations and calculated grain boundary energies in Ni. Each point represents a grain boundary type, only boundaries with populations greater than 0.5 MRD are plotted. The horizontal axis shows the calculated boundary energies, while the vertical axis shows the relative grain boundary areas. Outliers are marked by black circles.
Figure 7.6. The relationship between grain boundary populations and calculated grain boundary energies in Ni after excluding Σ3 boundaries. Each point represents a grain boundary type, only grain boundaries with populations greater than 0.5 MRD are plotted. The horizontal axis shows the calculated boundary energies, while the vertical axis shows the relative grain boundary areas.

The relative populations of the coherent twin boundaries in Au, Cu, and Ni are significantly different, even though they are all annealed at about the same homologous temperature, $T_H = 0.4$. Therefore it is sensible to ask how the grain boundary network of FCC metals evolves during grain growth. Previous simulations of grain growth showed that the anisotropic distribution of grain boundaries is related to the energy anisotropy (see Figure 2.4). Even though the simulation was based on a simple model of grain boundary energy, which does not represent the actually energy distribution in FCC metals, it clearly showed that the anisotropies in the populations increase with the anisotropy in the energy [2][47][125]. Assuming that the 388 calculated boundary energies span the full five-dimensional grain boundary space [10], the energy anisotropy is therefore the difference between the
maximum and minimum energy, a parameter we will call the energy range. The results in Table 7.2 reveal that the populations of coherent twin boundaries in Al, Au, Cu, and Ni are not correlated with the boundary energy but actually correlated to the energy range. We note that Al was annealed at much higher homologous temperature, $T_h = 0.72$ and this might lead to lower populations of coherent twin boundaries in Al. It should also be noted that the population standard deviation ($P_o$) is also correlated to the energy standard deviation ($E_o$) for Au, Cu, and Ni. The higher population of coherent twin boundary might enhance the populations of the twin-related boundaries. As a result, a higher population of the twin-related boundaries might also affect the relative areas of grain boundaries of other types, which are not twin-related boundaries. Even though extensive twinning might enhance the grain boundary populations of $\Sigma 9$ and $\Sigma 27$, the relative grain boundary populations for the twin-related grain boundaries follow the inverse correlation for these misorientations. Interestingly the relative areas for the twin-related grain boundaries ($\Sigma 3$, $\Sigma 9$, and $\Sigma 27$) follow approximately the same scale in Al, Au, Cu, and Ni (see Figure 7.7). Those boundaries have nearly perfect correlations between grain boundary populations and calculated boundary energies as listed in Table 7.3.

Table 7.2. The homologous temperatures ($T_h$) of the annealed FCC specimens are listed with, the coherent twin energy, and the relative area for a coherent twin boundary (MRD). The energy range (mJ/m$^2$), which is defined by the difference between the maximum and minimum energy among 388 calculated grain boundary energies[10], is listed with the energy standard deviation ($E_o$) and the population standard deviation ($P_o$).

<table>
<thead>
<tr>
<th></th>
<th>$T_h$</th>
<th>Coherent Twin (mJ/m$^2$)</th>
<th>Coherent Twin (MRD)</th>
<th>Maximum (mJ/m$^2$)</th>
<th>Energy Range</th>
<th>$E_o$ (mJ/m$^2$)</th>
<th>$P_o$ (MRD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al</td>
<td>0.72</td>
<td>58.11</td>
<td>42</td>
<td>543.70</td>
<td>485.59</td>
<td>0.08</td>
<td>3</td>
</tr>
<tr>
<td>Au</td>
<td>0.43</td>
<td>24.48</td>
<td>349</td>
<td>526.40</td>
<td>501.92</td>
<td>0.08</td>
<td>25</td>
</tr>
<tr>
<td>Cu</td>
<td>0.43</td>
<td>22.25</td>
<td>1314</td>
<td>1035.99</td>
<td>1013.74</td>
<td>0.17</td>
<td>93</td>
</tr>
<tr>
<td>Ni</td>
<td>0.40</td>
<td>63.61</td>
<td>1654</td>
<td>1413.87</td>
<td>1350.26</td>
<td>0.23</td>
<td>113</td>
</tr>
</tbody>
</table>
Table 7.3. The correlation coefficients and slopes between experimental GBCDs and calculated grain boundaries energies for twin-related grain boundaries (Σ3, Σ9, and Σ27) in Al, Au, Cu, and Ni.

<table>
<thead>
<tr>
<th></th>
<th>Pearson Correlation</th>
<th>Spearman Correlation</th>
<th>Slope</th>
<th>kBT (10⁻²¹ J)</th>
<th>α (10⁻²⁰ m²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al: ln(MRD)-Energy</td>
<td>-0.94</td>
<td>-0.95</td>
<td>-10.56</td>
<td>9.29</td>
<td>9.80</td>
</tr>
<tr>
<td>Au: ln(MRD)-Energy</td>
<td>-0.99</td>
<td>-0.99</td>
<td>-15.72</td>
<td>7.91</td>
<td>12.43</td>
</tr>
<tr>
<td>Cu: ln(MRD)-Energy</td>
<td>-0.99</td>
<td>-0.99</td>
<td>-8.92</td>
<td>7.91</td>
<td>7.06</td>
</tr>
<tr>
<td>Ni: ln(MRD)-Energy</td>
<td>-0.99</td>
<td>-0.99</td>
<td>-6.82</td>
<td>9.51</td>
<td>6.48</td>
</tr>
</tbody>
</table>

Figure 7.7. The relationship between grain boundary populations and calculated grain boundary energies for Σ3, Σ9, and Σ27 boundaries. The horizontal axis shows the calculated boundary energies, while the vertical axis shows the relative grain boundary areas in Al (blue), Au (red), Cu (green), and Ni (violet).
The inverse relationship between grain boundary populations and energies in Figure 7.7 is consistent with the Boltzmann distribution. From Equation 2.17 in §2.4, it must be true that

\[ N_{\Sigma i} = N \times e^{\frac{-E_{\Sigma i}}{k_BT}} \]

Equation 7.1

Dividing Equation 2.17 by Equation 7.1, we obtain

\[ \frac{N_i}{N_{\Sigma 3}} = \exp\left(\frac{E_{\Sigma 3} \alpha_{\Sigma 3} - E_i \alpha_i}{k_BT}\right) \]

Equation 7.2

By assuming that \( \alpha_i = \alpha_{\Sigma 3} = \alpha \) for those twin-related grain boundaries (\( \Sigma 3, \Sigma 9, \) and \( \Sigma 27 \)), Equation 7.2 is then described by

\[ \ln(N_i) = -\frac{E_i \alpha}{k_BT} + \left(\frac{E_{\Sigma 3} \alpha}{k_BT} + \ln(N_{\Sigma 3})\right) \]

Equation 7.3

The unknown constant \( \left(\frac{\alpha}{k_BT}\right) \) could be derived from the slope of the data plotted in Figure 7.7 and listed in Table 7.3. The slopes are temperature dependent and related to the strength of energy anisotropy. By assuming that the grain boundary energy is related to the grain boundary population by the Boltzmann distribution, we could construct GBEDs based on measurements of the GBCD. According to Equation 7.3, the grain boundary energy \( (E_i) \) could be determined by

\[ E_i = E_{\Sigma 3} - \frac{k_BT}{\alpha} \ln\left(\frac{N_i}{N_{\Sigma 3}}\right) \]

Equation 7.4

Where the values of \( \ln(N_i/N_{\Sigma 3}) \) are determined from the experimental GBCDs and \( \alpha \) is a material constant listed in Table 7.3. If this process is valid, it would enormously simplify the process of deriving grain boundary energies from experimental GBCDs. It should be noted that \( \alpha \) is derived from the GBCDs of twin-related grain boundaries (\( \Sigma 3, \Sigma 9, \) and \( \Sigma 27 \)). Strictly speaking, therefore, this extrapolation scheme is limited to only these grain boundary types.
7.2.2 Discussion FCC metals

We have shown that the experimental GBCDs in Au and Cu are inversely correlated to the calculated boundary energies, which is consistent with the previous studies of Al and Ni [3][4]. While we observed that the relative areas of $\Sigma 3$, $\Sigma 9$, $\Sigma 11$, and $\Sigma 27$ grain boundaries in Al, Au, Cu, and Ni, are all inversely correlated with calculated boundary energies, the slopes of those twin-related grain boundaries ($\Sigma 3$, $\Sigma 9$, and $\Sigma 27$) are comparable and higher than the slope for $\Sigma 11$ boundaries. The relative populations of these twin-related grain boundaries could be influenced by the geometrical constraint of the triple junction between grains A, B, and C, described as the following [126].

$$\Sigma_{CA} = \Sigma_{AB} \Sigma_{BC} / d^2$$

Equation 7.5

Where $\Sigma_{AB}$, $\Sigma_{BC}$, and $\Sigma_{CA}$ are the CSL values of the three boundaries that meet at the triple junction, $d$ is an integer common divisor of $\Sigma_{AB}$, $\Sigma_{BC}$. To investigate the influence of geometric constraints to the grain boundary population distribution, we examine different types of triple junctions by using the following procedures. The list of triple junctions was obtained by sorting the reconstructed line segments by using the find_tjs program, version 02/03/2008. The tj_sort_wcoherency program (version 11/05/2008) was then used to indentify types of triple junctions. We plot the number fraction of different types of triple junctions in Al, Au, Cu, and Ni in Figure 7.8. The probabilities of forming a certain type of triple junction can be calculated using the assumption that the boundaries are randomly mixed at the triple junctions. While the probability of forming R-R-R is the third power of a random grain boundary fraction (R^3), the probability of forming $\Sigma 3$-$\Sigma 3$-$\Sigma 9$ is second power of $\Sigma 3$ grain boundary fraction ($\Sigma 3)^2$ because the probability of forming the $\Sigma 9$ boundary is not independent but constrained by the geometry at the triple junction. Because $\Sigma 3$, $\Sigma 9$, and $\Sigma 27$ boundaries have significantly larger populations than any other misorientations in Al, Au, Cu, and Ni, we could assume that the random grain boundary (R) fraction is equal to one minus
the total fractions of the $\Sigma 3$, $\Sigma 9$, $\Sigma 27a$, and $\Sigma 27b$ grain boundaries (see Table 4.2). Based on these criteria, the probabilities of forming the R-R-R junctions in Al (89.0%), Au (35.9%), Cu (10.2%), Ni (13.1%) are comparable with the measured ones (Al = 85.8%, Au = 35.5%, Cu = 9.2%, and Ni = 12.3%) as shown in Figure 7.8. It should be pointed out that the probabilities of forming the $\Sigma 3-\Sigma 3-\Sigma 9$ junction in Al (0.13%) and Au (7.5%) are higher than the measured values (Al=0.03% and Au=4.9%). Interestingly, the probabilities of forming the $\Sigma 3-\Sigma 3-\Sigma 9$ junction in Cu (23.4%) and Ni (19.8%) are comparable with the measured values (Cu = 25.0% and Ni = 20.8%). These results indicate that the R-R-R junction for Al, Au, Cu, and Ni are random mixing. It is important to note that the $\Sigma 3-\Sigma 3-\Sigma 9$ junctions in Cu and Ni are random mixing and, therefore, enhanced by the geometrical constraint at triple junction.

![Figure 7.8](image)

**Figure 7.8.** The schematic diagram shows the number fractions of different types of triple junctions in Al, Au, Cu, and Ni. Where R is referred to a random grain boundary other than $\Sigma 3$, $\Sigma 9$, or $\Sigma 27$. 
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While we observed that in Al the numbers of Σ9-R-R junctions is slightly larger than that of the Σ3-Σ3-Σ9 junctions, the numbers of Σ9-R-R junctions in Au, Cu, and Ni are much smaller than those of the Σ3-Σ3-Σ9 junctions. In addition, the numbers of Σ3-Σ9-Σ27 junctions in Cu (8.1%) and Ni (6.8%) are higher than those of the Σ27-R-R junctions (Cu = 2.3%, Ni = 2.5%). These results demonstrate the number fractions of twin variant grain boundaries (Σ9 and Σ27) in Cu and Ni clearly arise as a geometrical consequence of Σ3 boundaries meeting at triple junctions [127][128]. This experimental evidence is consistent with previous studies of brass [13] and Ni [42]. The abundance of Σ3 boundaries means that they are more likely to intersect at triple junctions and enhance the formations of the twin-related boundaries (Σ9 and Σ27 boundaries). For that reason Al and Au specimens, which have fewer Σ3 boundaries, are less influenced by twinning than Cu and Ni. The results in Figure 7.8 confirm that the number fractions of triple junctions in Au, Cu, and Ni are influenced by the crystallographic constraint. Because the triple junction distribution strongly influences the misorientation angle distribution and the GBCD, we could investigate the influence of the crystallographic constraint by comparing the GBCD to the misorientation angle distribution. To examine this possibility, we compare the misorientation angle distribution to the plots between grain boundary populations and calculated grain boundary energies in Al, Au, and Cu. Note that the data in the misorientation angle distributions, which are colored according to a grain boundary type, also include other misorientations that share the same misorientation angle.

The grain boundary populations of Al, which have a random misorientation angle distribution (Figure 7.9a), are overall linearly correlated to the calculated boundary energies (Figure 7.9b). While the fraction at the Σ9 misorientation angle in the Al is as expected in a random distribution, (Figure 7.9a), the observed fractions of the Σ9 boundaries are relatively high in Au (Figure 7.9c) and significantly higher than random in Cu (Figure 7.9e).
Figure 7.9. Misorientation angle distributions in, (a) Al, (c) Au, and (e) Cu. Black lines show the Mackenzie distribution. The relationship between grain boundary populations and calculated grain boundary energies in Al, Au, and Cu are plotted in (b), (d), and (f) respectively. Each point represents a grain boundary type, only boundaries with populations greater than 0.5 MRD are plotted. The horizontal axis shows the calculated boundary energies, while the vertical axis shows the relative grain boundary areas. The data are colored according to a grain boundary type: Σ3 (red squares), Σ9 (green diamonds), and Σ11 (brown circles), and the others boundaries (blue squares). Note that results of the Ni specimen are similar to the results for the Cu specimen.
These results indicate that Σ9 boundaries are frequently observed in Cu and Ni not only because they are low in energy, but also as a consequence of the Σ3 boundaries which can meet to form Σ9 boundaries. On the other hand, the fractions of boundaries with the Σ11 misorientation are less than what is expected in a random distribution for Cu and Ni. Because the grain boundary populations are defined from the relative area for grain boundary, the enhancement of twin related boundaries results in a decrease in the grain boundary populations for the Σ11 boundaries. In other words, having an anisotropic misorientation distribution with strong maxima for certain boundaries biases the inverse correlation between grain boundary population and energy for other boundaries and causes different slopes at each misorientation.

It was reported that the misorientation angle spread of Σ3 is lower than 3° in multiply twinned polycrystalline materials (silicon ingots, Cu thin films, nickel superalloys, and Ni-Bi alloys) [129][130]. Because the misorientation of Σ3 is not exact, the misorientation angle spreads of grain boundaries generated from the twining process are higher for Σ9 than Σ27 misorientations [129][130] (see Figure 4.11a). It should be pointed out that these results contradict Brandon’s criterion for the maximum deviation (Δθ max ) of a special boundary misorientation from the CSL configuration (Σ), Δθ max =15°/√Σ. Because the misorientation angle spread of Σ3 for Cu and Ni have sharp peaks, this suggests that the multiple twining process is active during recrystallization in Cu and Ni specimens and Σ9, and Σ27 are generated as a result of the multiple twining. Therefore the misorientation angle distribution is influenced by the twinning process, which leads to the inverse relationship with different slopes at each misorientation.

In §2.4 we have made an analogy between the interaction at the triple junction and the transfer of energy that occurs when particles collide in Boltzmann statistics. The interaction at the triple junction must be weak so that the grain boundaries can act independently. Nevertheless this analogy is only valid for Al specimen, which has the fewest Σ3 boundaries. For Cu and Ni, which have
significantly large fractions of $\Sigma 3$ boundaries, the interaction at the triple junction is so strong such that we cannot treat the grain boundaries independently due to the abundance of the $\Sigma 3$ at triple junctions. Previous studies reported that twin-related grain boundaries ($\Sigma 3$, $\Sigma 9$, and $\Sigma 27$) occurred in the form of separated clusters within the grain boundary network of the polycrystalline Cu and Ni [129][131][132][133]. This implies that interactions occur only between the clusters of twin-related grain boundaries. As a result, these twin-related grain boundaries can be considered as a separate system obeying Boltzmann statistics. Therefore, the slope of the relationship between grain boundary population and energy for these boundaries is clearly different from that of $\Sigma 11$ boundaries. One could argue that the $\Sigma 11$ and $\Sigma 3$ could be meet at the triple junction with $\Sigma 33$ boundary [134][135]. However, the actual relative areas for $\Sigma 33a$, $\Sigma 33b$, and $\Sigma 33c$ are relatively low in both Cu and Ni. Therefore, it is reasonable to believe that the $\Sigma 11$ and these twin-related grain boundaries belong to two independent grain boundary networks. Considering that the inverse relationships between grain boundary population and energy for these twin-related grain boundaries ($\Sigma 3$, $\Sigma 9$, and $\Sigma 27$) and $\Sigma 11$ have different slopes (Figure 7.9), one might assume that the slope of the population-energy relationship is different at each misorientation. If so, it would be possible to predict the relative boundary energy ($E_i$) at misorientation $\Sigma n_i$ from the GBCD according to the relationship similar to Equation 7.4, 

$$E_i = E_{\Sigma n_i} - C_{\Sigma n_i} \ln \left( \frac{N_i}{N_{\Sigma n_i}} \right).$$

In this case, we assumed that the maximum observed boundary ($N_{\Sigma n_i}$) has the lowest boundary energy $E_{\Sigma n_i}$ and the slope of the relationship $\frac{k_B T}{\alpha_{\Sigma n_i}}$ is equal to $C_{\Sigma n_i}$. Because the slope of the relationship $C_{\Sigma n_i}$ is different at each misorientation, the predicted boundary energies are the relative boundary energy at each misorientation not the absolute values.
The relative areas for the twin-related grain boundaries in Al, Au, Cu, and Ni in Figure 7.7 are nearly perfectly correlated with the calculated boundary energies. This suggests that we can predict the grain boundary energies of those twin-related grain boundaries from the experimental GBCDs using the energy-population relationship described by Equation 7.4. Based on this Equation, we could extend this relationship to correlate the anisotropy of grain boundary populations and annealing temperatures. From Equation 7.2, grain boundary population, \( N_i \), with boundary energy, \( E_i \), at \( T_i \) and \( T_0 \) are given by:

\[
\frac{N_i^l}{N_i^{\Sigma 3}} = \exp \left( \frac{E_{\Sigma 3} - E_i \alpha}{k_B T_i} \right) \tag{Equation 7.6}
\]

\[
\frac{N_i^0}{N_i^{\Sigma 3}} = \exp \left( \frac{E_{\Sigma 3} - E_i \alpha}{k_B T_0} \right) \tag{Equation 7.7}
\]

Dividing Equation 7.6 by Equation 7.7, we obtain:

\[
\frac{N_i^l}{N_i^{\Sigma 3}} \frac{N_i^0}{N_i^{\Sigma 3}} = \exp \left( \frac{E_{\Sigma 3} - E_i \alpha - E_{\Sigma 3} \alpha + E_i \alpha}{k_B T_0 - k_B T_i} \right)
\]

\[
\ln \left( \frac{N_i^l}{N_i^{\Sigma 3}} \right) - \ln \left( \frac{N_i^0}{N_i^{\Sigma 3}} \right) = \frac{\alpha(E_{\Sigma 3} - E_i)}{k_B} \left( \frac{1}{T_i} - \frac{1}{T_0} \right) \tag{Equation 7.8}
\]

For example, we extrapolate the normalized relative areas for twin-related grain boundaries in Cu from experimental data \( (T_0 = 300 \, ^\circ C) \) to \( T_1 \) equals to 150 \, ^\circ C, 500 \, ^\circ C, and 900 \, ^\circ C. In this case, the unit area variables \( \alpha_i = \alpha_{\Sigma 3} = \alpha \), which was derived from the slope of the plot for \( \Sigma 3, \Sigma 9, \) and \( \Sigma 27 \) grain boundaries in Figure 7.7 and listed in Table 7.3, is assumed to be independent of temperature. Grain boundary energy \( (E_i) \) is obtained from reference [10]. Figure 7.10 shows the relationships between the normalized relative areas of grain boundaries \( (N_i/N_{\Sigma 3}) \), and calculated boundary energies in Cu. The slopes of the relationships decrease with temperature. This reveals that the anisotropy of the grain boundary distributions decrease with increasing temperature.
It could also be interpreted that the relative area of the coherent twin boundary ($N_{\Sigma 3}$) decreases with temperature. Because the anisotropy of the grain boundary population is correlated to the energy anisotropy [47], this result implies that the anisotropy of the boundary energy decreases with temperature. Foiles reported that the grain boundary free energy of a symmetric $\Sigma 79$ tilt boundary in Ni calculated using the EAM method decreases from 1,200 mJ/m$^2$ at 0 °K to about 400 mJ/m$^2$ at the melting temperature [86]. Because the boundary energy of 1,200 mJ/m$^2$ is considered high and comparable with the maximum calculated boundary energy with EAM method in Ni, we could expect that the maximum boundary energy will decrease with temperature.

![Graph showing normalized relative area for GB in Cu vs. calculated boundary energy in Cu](image)

**Figure 7.10.** Comparison of relative grain boundary areas normalized to the population of the $\Sigma 3$ coherent twin boundary in Cu. The horizontal axis shows the calculated boundary energies, while the vertical axis shows the relative grain boundary areas at 150 °C, 300 °C (Experiment), 500 °C, and 900 °C.
The energy anisotropy, which is the difference between the maximum and minimum boundary energy (coherent twin boundary), therefore decreases with temperature. This could results in the reduced anisotropy of the grain boundary population distribution as shown in Figure 7.10. However there is no experimental evidence to confirm this result. Therefore it would be of interest to explore this by measuring GBCDs of polycrystalline Cu annealed at various temperatures. Unfortunately, at low temperatures it may not be possible to get complete recrystallization and, at higher temperatures, the grain size will be very large and it may not be possible to collect statistically significant data.

**Figure 7.11.** The relationship between experimental GBCD and the atomistic calculated grain boundary energy for the Σ3 grain boundaries. The horizontal axis shows the calculated boundary energies, while the vertical axis shows the relative grain boundary areas in Al (blue), Au (red), Cu (green), and Ni (violet).
Table 7.4. The minimum, maximum, and ranges of population and energy for the Σ3 grain boundaries in Al, Au, Cu, and Ni

<table>
<thead>
<tr>
<th></th>
<th>Annealing (TH)</th>
<th>Maximum (ml/m²)</th>
<th>Minimum (ml/m²)</th>
<th>Energy Range</th>
<th>Maximum (MRD)</th>
<th>Minimum (MRD)</th>
<th>Population Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al</td>
<td>0.72</td>
<td>298.46</td>
<td>58.11</td>
<td>240.35</td>
<td>41.90</td>
<td>1.89</td>
<td>40.01</td>
</tr>
<tr>
<td>Au</td>
<td>0.43</td>
<td>275.66</td>
<td>24.48</td>
<td>251.18</td>
<td>348.51</td>
<td>15.19</td>
<td>333.32</td>
</tr>
<tr>
<td>Cu</td>
<td>0.43</td>
<td>513.39</td>
<td>22.25</td>
<td>491.14</td>
<td>1314.35</td>
<td>68.19</td>
<td>1246.16</td>
</tr>
<tr>
<td>Ni</td>
<td>0.40</td>
<td>740.05</td>
<td>63.61</td>
<td>676.44</td>
<td>1654.31</td>
<td>56.41</td>
<td>1597.9</td>
</tr>
</tbody>
</table>

Because we have a limited number of the calculated boundary energies, it is not possible to compare the grain boundary population to the calculated boundary energy for every misorientation. Therefore we will focus our investigation on only the Σ3 misorientation. Figure 7.11 shows the comparison between the populations of Σ3 boundaries in Al, Au, Cu, and Ni versus the calculated boundary energies. As shown in the plot, it is clear that the ranges of the energy distributions in Au, Cu, and Ni are correlated to the boundary population of the Σ3 boundaries, as shown in Table 7.4. Figure 7.12 shows the relationship between the energy range and the population range. The grain boundary population ranges vary by more than three orders of magnitude; therefore the logarithms of the distributions are plotted. Note that the Al specimen was annealed at T_H = 0.72 and this higher temperature could potentially reduce the anisotropy. In addition, the comparison between the calculated boundary energies of the Al and the other FCC metals showed more scatter [10]. This previous result suggested that the structures of a specified macroscopic grain boundary in Al are different from the other FCC metals. In other words, the atoms at the grain boundary do not act as identical hard spheres. Therefore the characteristic differences in the electronic structure of the bonding in Al might also lead to the significantly lower population range in Al, as shown in Figure 7.12. The empirical evidence in Figure 7.12 shows that the population ranges of the Σ3 boundaries in FCC metals (Ag, Au, Cu, and Ni) are strongly
correlated to the energy ranges. Therefore the population ranges could be predicted from this relationship. It should be noted that this empirical relationship between population and energy range, which was derived from only four points on a log-linear plot, contains uncertainty. More accurate relationship could be obtained by included more FCC metals in the comparison. Nevertheless, the results in Figure 7.12 clearly demonstrate that the population range is proportional to the energy range. It was reported that the simulated boundary energies in FCC metals are linearly scaled with the lattice constant (a₀) multiplied by the shear modulus; the Voigt average shear modulus (μ) and C₄₄ modulus [10][69]. Although the a₀C₄₄ is slightly better than the a₀μ in scaling the energies of 388 boundary energies, the differences between the energies of Σ3 boundaries generated from a₀C₄₄ and a₀μ are negligible.

**Figure 7.12.** The relationship between the grain boundary population ranges and the boundary energy range for Σ3 grain boundaries. The horizontal axis shows the boundary energy ranges, while the vertical axis shows the grain boundary population ranges in Ag (black), Al (blue), Al (red), Cu (green), and Ni (violet). Note the energy range of Ag is extrapolated from the a₀μ ratio between Ag and Ni.
**Figure 7.13.** The relationship between $a_0\mu$ and $a_0C_{44}$ in FCC metals. The horizontal axis shows $a_0\mu$, while the vertical axis shows the $a_0C_{44}$ in Al (blue), Al (red), Cu (green), and Ni (violet).

The relationship between $a_0\mu$ and $a_0C_{44}$ in Al, Au, Cu, and Ni, shown in **Figure 7.13**, is linear. The ratio of $a_0C_{44}$ and $a_0\mu$ for Al is much lower than expected. This deviation could be reasonably explained by the unique EAM potential of Al, which has different functional form compared with the other FCC metals. As a result, the boundary energies of Al, which were simulated from the EAM potentials, showed the most scatter among the boundary energies in FCC metals [10]. Nevertheless, the comparisons between the calculated boundary energies of $\Sigma3$ in Al, Au, Cu, and Ni, in **Figure 7.14**, reveal a very strong correlation. The predicted energies, which were derived from the ratio of $a_0\mu$ between two metals, are also very close to the simulated energies. These results in **Figure 7.12** and **Figure 7.14** indicate that the grain boundary population ranges of the $\Sigma3$ misorientation could be predicted from a single grain boundary energy data set.
Figure 7.14. The relationship between the atomistic calculated boundary energy for the $\Sigma 3$ boundaries. The horizontal axis shows the calculated boundary energies in Ni while the vertical axis shows the calculated boundary energies in Al (blue), Au (red), Cu (green), and Ni (violet). Note lines show the scaling predicted by the ratio between the $a_0\mu$ of FCC metals and the $a_0\mu$ of Ni. This figure was reproduced from reference [10].

The grain boundary energies can be obtained by the linear relationship, which are scaled by the ratio of $a_0\mu$ as shown in Figure 7.14. The boundary energy ranges of the $\Sigma 3$ misorientation are then calculated from the difference between the maximum and minimum boundary energies. The boundary energy ranges are then used to estimate the boundary population ranges (see Figure 7.12). It should be noted that the least populated $\Sigma 3$ boundaries are $\leq 5\%$ of the populations of the coherent twin boundaries (Table 7.4). It was reported that a 10\% variation of GBCD could be derived from the experimental uncertainties [9]. We could therefore assume that the populations of the coherent twin boundaries are approximately equal to the grain boundary population ranges.
7.3 BCC metals

7.3.1 Results BCC metals

It was reported that the steady state GBCD is strongly affected by the energy anisotropy and weakly influenced by the mobility anisotropy [45][46]. A steady state GBCD that is inversely correlated to the energy distribution is reached with sufficient annealing time [9][6][5] [43][44]. To investigate the GBCD evolution in BCC Fe, we compare the relative areas of Σ3 boundaries of the Fe specimens annealed at four different annealing times with the calculated boundary energies. As shown in Figure 7.15, the correlations coefficients between the Σ3 boundary populations and the calculated energies in Fe specimens annealed for 2, 4, 8, and 16 hours are 0.04, -0.71, -0.65, and -0.88 respectively, suggesting that with annealing, the distribution is approaching the expected inverse correlation with the energies. While the correlation coefficients for Fe annealed for 4 and 8 hours were relatively high, the coherent twin, the lowest boundary energy among Σ3 boundaries, is not the most populated boundary. However, after the Fe was annealed for 16 hours, it was the most populated Σ3 boundary orientation. It should be noted that the average populations of Σ3 boundaries in Fe annealed for 2 hours (0.79 MRD), 4 hours (0.99 MRD), 8 hours (1.04 MRD) and 16 hours (1.08 MRD), increased with the annealing time. The increase in the average populations of Σ3 boundaries is predicted to occur as grains grow during annealing by simulations and models for the development of anisotropic GBCDs [43][45].

To investigate the inverse correlation between the grain boundary population and the calculated boundary energy, we compare the grain boundary populations in the Fe annealed for 16 hours to the 408 calculated energies in Fe. As shown in Figure 7.16, the highest population is the Σ41, 12.7°/[100]. In addition, Σ33, Σ9, Σ27, Σ13, Σ39, Σ17, Σ53, and Σ65 are also relatively highly populated boundaries. The correlation coefficient for all grain boundaries with population greater than 0.5 MRD is -0.45, which is much lower than the correlation coefficient
of $\Sigma 3$ boundaries (-0.91). While the inverse correlation between grain boundary population and energy is very strong for the $\Sigma 3$ boundaries (see Figure 7.16a), it is very difficult to determine the slope of the correlation at the other misorientations due to the limited number of the calculated boundary energies at each misorientation. Nevertheless, it is very clear that the inverse correlation between grain boundary population and energy follows different scaling at each misorientation. Figure 7.16b shows the similar plot, in which the data are colored according to their tilt or twist character. The inverse correlation between grain boundary population and energy is not apparent for any particular type of grain boundary structure (see Figure 7.16b).

Figure 7.15. The relationship between the calculated grain boundary energies in Fe and the relative areas of $\Sigma 3$ boundaries in Fe specimens annealed at four different annealing times: 2 hours (blue diamonds), 4 hours (red squares), 8 hours (green triangles), and 16 hours (brown circles). The horizontal axis shows the calculated boundary energy in Fe and the vertical axis shows the relative area of $\Sigma 3$ boundaries in Fe for the same boundary.
Figure 7.16. The relationship between the experimental GBCD and the calculated grain boundary energies in Fe annealed for 16 hours. (a) Grain boundaries were colored according to the Σ misorientations. (b) Grain boundaries were colored according to the types of boundary structures. The horizontal axis shows the calculated boundary energy in Fe and the vertical axis shows the relative area in Fe for the same boundary.
It should be noted that the relationship between grain boundary population and energy is not a one to one function, but constrained by the misorientation of the boundary. **Figure 7.17** shows comparisons between the grain boundary population in Mo and the calculated boundary energy in Mo. The results in this plot show a similar trend as in the Fe specimen (See **Figure 7.16**). The correlation coefficient between all grain boundaries with population greater than 0.5 MRD and the calculated boundary energies is increase from -0.52 to -0.91 when only the Σ3 boundaries are considered. It should be noted that the most observed boundary in Mo at the Σ3 misorientation is not located at the coherent twin boundary. However, the coherent twin boundary is the third most populous at the Σ3 misorientation (**Figure 7.17**). It is possible that a longer annealing time could enhance the populations of the coherent twin boundary as observed for the Fe specimens as shown in **Figure 7.15**. It was reported that a polycrystalline material with random texture could evolve to a steady state misorientation distribution, while a textured polycrystalline sample could not reach a steady state misorientation distribution [136]. The texture in the Mo sample will alter the grain boundary distribution. The preference for [100] orientations perpendicular to the observation plane will enhance the population boundary planes in this zone (for example, {011}) while lowering the probability of boundaries that do not belong to this zone, such as {112}. Therefore the texture makes comparison between the boundary population and the calculated boundary energy in Mo less reliable than in the Fe specimen.
Figure 7.17. The relationship between experimental GBCD and calculated grain boundary energies in Mo. (a) Grain boundaries were colored according to the $\Sigma$ misorientations. (b) Grain boundaries were colored according to the types of boundary structures. The horizontal axis shows the calculated boundary energy in Mo and the vertical axis shows the relative area in Mo for the same boundary.
7.3.2 Discussion of results for BCC metals

We have shown that the GBCDs of Fe evolved during isothermal annealing. While the Fe specimen annealed for 16 hours (2D-EBSD) has the highest correlation coefficient between the populations and energy at the Σ3 boundaries, it is not guaranteed that this Fe specimen is actually in a steady state (or that such a state could ever be achieved). As another check of the computed grain boundary energies, we include the GBCD of BCC Fe derived from a 3D-EBSD measurement of a ferritic steel [8] with 10° resolution. The relative areas for the 408 grain boundaries were extracted and compared to the calculated boundary energy. Figure 7.18a shows a logarithmic plot of the grain boundary populations (P > 0.5 MRD) versus the calculated grain boundary energies. Even though grain boundary energies could be altered by the alloying elements, the correlation coefficient is relatively high (-0.69). This strong inverse correlation between measured populations and calculated boundary energies is in agreement with the inverse relationship between the experimental grain boundary populations and the atomistic calculated energies in Al [3][4] (see Figure 7.9b). As depicted in Figure 7.18b, Figure 7.18c, and Figure 7.18d, the correlation coefficient between grain populations and energies for Σ3 boundaries has a nearly perfect correlation coefficient (-0.95), which is significantly higher than the correlation coefficients of Σ9 (-0.51) and Σ13 (-0.40). While there are uncertainties in the calculations of the boundary energy and also in the measurements of the grain boundary population, our results indicate that the slopes of the inverse relationship are different at each misorientation: Σ3 (-1.42), Σ9 (-0.69), and Σ13 (-3.17). The misorientation angle distributions of Fe measured from 3D-EBSD [8] and 2D-EBSD measurements are shown in Figure 7.19. Both misorientation distributions are different from the distribution of misorientation angles for a randomly texture (Mackenzie distribution). It should be noted that the misorientation angle distribution of the 3D-EBSD has the maximum peak around 60°, which is the misorientation angle for the Σ3 boundaries.
It is worth noting that the anisotropy of the GBCD of BCC Fe is significantly smaller than in the FCC metals. While the energy anisotropy of Ni (1.35 J/m²) is slightly larger than that of the BCC Fe (1.14 J/m²), the lowest boundary energy in BCC Fe (0.26 J/m²), the symmetric tilt twin boundary with (211) plane, is much larger than the lowest boundary energy in Ni (0.06 J/m²), the twist twin boundary with (111) plane [10]. The depth of the energy cusp at the twin boundary might be a major factor that determines the resultant GBCD.

**Figure 7.18.** The relationship between the experimental GBCD calculated from the Fe 3D-EBSD [8] and the calculated grain boundary energies. The linear relationships between population and energy are shown as solid lines. (a) All boundaries with populations > 0.5 MRD show an inverse correlation between the GBCD and energy. (b) Σ3 boundaries show a strong inverse correlation over the boundary energy and population ranges. (c) Σ9 boundaries show a moderate inverse correlation with the slope lower than that of the Σ3 boundaries. (d) Σ13 boundaries show a weak correlation at the high-energy range.
Figure 7.19. Misorientation angle distributions of from Fe 2D-EBSD (red), Fe 3D-EBSD (blue), and Mackenzie distribution (black).
7.4 Conclusions

We have shown that in FCC metals the grain boundary population has a weak inverse correlation when all of the 388 calculated boundary energies are considered. Nevertheless, the relative areas for the twin-related grain boundaries (\(\Sigma 3\), \(\Sigma 9\), and \(\Sigma 27\)) are nearly perfectly correlated with the calculated boundary energies, which are consistent with the Boltzmann distribution. The abundance of the \(\Sigma 3\) boundaries enhances the occurrences of the twin variant grain boundaries (\(\Sigma 9\) and \(\Sigma 27\)). Because of the large number of twin related boundaries, the inverse correlations between the grain boundary population and the calculated boundary energy have different slopes at each misorientation. Therefore it is not only the grain boundary energy but also the crystallographic constraint at triple junction that determine the GBCD.

In BCC metals, the inverse relationship between boundary population and energy has different slopes at each misorientation. It should be pointed out that the relative areas for the \(\Sigma 3\) boundaries in the Fe specimens evolved from weaker to stronger anisotropy when the annealing time was increased from 2 to 8 hours. Interestingly, the most populated boundary for the \(\Sigma 3\) misorientation changed from the symmetrical (110) tilt boundary to the coherent twin boundary, the lowest boundary energy at this misorientation, when the annealing time was increased from 8 to 16 hours. Even though the Fe specimen was annealed at about the same homologous temperature as those of the FCC metals, it required a much longer annealing time for the boundaries to develop a strong inverse correlation with the calculated grain boundary energies. Because the energy cusps at the twin in the FCC metals are much deeper than the one in Fe, there is a stronger driving force for boundaries to adopt the twin configuration.
Chapter 8

8. Modeling the Grain Boundary Character Distribution (GBCD) in Ac

Based on our finding that the GBCDs of isostructural polycrystalline materials are correlated at each misorientation more so than over the entire grain boundary space, in this Chapter we will use this principle to model the GBCD of a metal that has not yet been studied. We derived the GBCD of Actinium (Ac) based on the GBCD of Cu and the misorientation distribution of Au. The population of the coherent twin boundary in Au was derived from empirical data as described in §7.2.2. Finally, qualitative and quantitative analyses of the Ac GBCD will be presented. Our findings indicated that the GBCDs of isostructural FCC metals are strongly correlated at each misorientation, rather than over the entire grain boundary space (see Figure 4.19 and Figure 4.20). We found that the inverse correlation between the grain boundary population and the calculated boundary energy has a different slope at each misorientation because of the large number of $\Sigma 3$ and twin related boundaries. Nevertheless we found that at a specific misorientation the grain boundary population is inversely correlated to the boundary energy, which is characterized by the Boltzmann distribution. The correlation is strongest for the $\Sigma 3$ misorientation where we have the most data.

Because the boundary energies in FCC metals were scaled with the ratio of $a_0/\mu$ in two materials [10][69], we could use this relationship in determining the
boundary energy range at the Σ3 misorientation. Furthermore, the grain boundary population ranges would be predicted from the empirical relationship in Figure 7.12. Because the least observed boundary populations at the Σ3 misorientation are very small compared with the populations of the coherent twin boundary (see Table 7.4), the grain boundary population ranges are approximately equal to that for the coherent twin boundary. Ideally, we would like to investigate the inverse correlation between boundary energy for every misorientation, in that case the unit area variables for every misorientation (\(\alpha_i\)) could be defined, and the GBCD could be simply predicted from the grain boundary energy distribution (GBED) using Equation 2.17. However it is currently not possible to simulate enough boundary energies to fully cover the entire grain boundary space. The grain boundary populations at each misorientation are mainly controlled by the crystallographic texture and the consequences of the Σ3 boundaries at triple junctions. It should be noted that information about the crystallographic texture and the triple junction distribution are embedded in the misorientation angle distribution. As a result, we could use the misorientation angle distribution to specify the crystallographic texture and the grain boundary connectivity (triple junction distribution). The misorientation angle distribution could be obtained by experiment or reasonable speculation. To show that it is possible to predict the GBCDs and GBEDs of isostructural FCC polycrystallines, we can model the GBCDs and GBCDs of Rh, Pd, Pt, Ir, and Ac (see Figure 8.1). As example, we chose Ac, a FCC structured material with lattice parameter of 5.47 (Å) [137], as a model material. Ac is a radioactive element, which is usually found with uranium ores. Because it occurs in low concentration and has properties that are similar to lanthanum, it is not practicable to obtain high purity Ac using physical and chemical separation from the actinium ores, usually containing large amount of lanthanum. High purity Ac is only artificially made from neutron irradiation of Ra in a nuclear reactor [138]. Because of its highly radioactivity and scarcity, little has known about the physical properties.
Figure 8.1. The crystal structures of the metallic elements. The symbol in the upper left and the lower right refer to the crystal structure at the room temperature and at temperature before it melts. Note f = face-centered cubic, h= hexagonal close packed, b = body-centered cubic, hc = ABCB stacking, and x = complex structures. Elements with FCC stable at both temperatures are labeled by red rectangular. This figure was reproduced from reference [139].

In this study, the Voigt average shear modulus (μ) was obtained from the Naval Research Lab Tight Binding Program (NRTL-TB) [138]. While there is no current engineering application, Ac has a potential application as an active element in radioisotope thermoelectric generators for spacecraft [140]. If the active element were Ac bulk metal, radiation damage at the grain boundaries would be critical for the device integrity. Therefore, modeling the GBCD of Ac would possibly benefit future investigations and computational simulations of thermoelectric generators with Ac metal radiation source. The predicted GBCD of Ac was derived from the
GBCD of Cu, which has the least crystallographic texture. Because the lattice constant multiplied by the Voigt average shear modulus $a_0\mu$ in Ac (9.96 J/m²) is comparable to that of Au (11.87 J/m²), we assumed that the misorientation angle distribution of Ac would be similar to that of Au. The boundary energies of Ac were extrapolated from the boundary energy data set of Cu [10] by scaling with the ratio of $a_0\mu$ between Cu and Au. The boundary energy range for the $\Sigma 3$ misorientation in Ac (0.21 J/m²) was then determined by the difference between the maximum and minimum boundary energy at this misorientation. The population of the coherent twin boundary in Ac (330 MRD) was then determined from the empirical result in Figure 7.12. The lengths of grain boundary line segments in Cu were changed to account for the target misorientation angle distribution of Au. Specifically, we first calculate the misorientation angle distributions for Au and Cu. The ratios of the line length fraction in Au and in Cu at each misorientation angle were then used to modify the length of the line segments in Cu. The initial GBCD of Ac was then calculated based on the modified grain boundary line segments of Cu. At this step, the coherent twin boundary of the initial Ac GBCD has population of 705 MRD, which is significantly greater than the expected population of the coherent twin boundary (330 MRD). To account for the expected coherent twin population, all bins in the GBCD with values greater than 0.5 MRD were renormalized so that the population of the coherent twin boundary was 330 MRD. The bins with values less than 0.5 MRD will be all renormalized with a constant factor of 2.19. These procedures ensure that the average population across the entire GBCD is 1. The grain boundary plane distribution of Ac in Figure 8.2 has a peak maximum centered at the (111) position, which is similar to the ones of Au and Ni. Figure 8.3 shows the comparison between the grain boundary populations in Ac and Au. Interestingly, the relative areas for grain $\Sigma 3$, $\Sigma 9$, $\Sigma 11$, and $\Sigma 27$ boundaries in Ac are almost followed the same scaling with the ones in Au. In addition the grain boundary population of Ac also shows inverse correlation to the extrapolated boundary energy in Ac (see Figure 8.4).
**Figure 8.2.** Grain boundary plane distributions in (a) Ac, (b) Au, and (c) Ni.

**Figure 8.3.** Comparison between the relative areas for grain boundaries in Ac and Au.
Figure 8.4. Comparison between the relative areas for grain boundaries in Ac and the extrapolated boundary energy of Ac.

As we mentioned before in §2.2, the resolution of the GBCD calculation could influence to the magnitude of the peak maxima. Therefore the predicted population of the coherent twin boundary estimated by this relationship (see Figure 7.12.) could contain errors. It should be noted that the relationship was derived for FCC metals, which were annealed at about the same homologous temperature (T_H~0.4). The boundary population ranges or the relative area for the coherent twin boundary were expected to decrease with annealing temperature, as described in Figure 7.10. However, we currently don’t know the actual relationship between the grain boundary populations and the annealing temperature. In this study, we assumed that Ac metal was annealed at T_H~0.4. Even though the modeling is very likely to contain errors and not accurately represent the actual GBCD of Ac, it is intended to demonstrate the possibility of predicting the GBCD of a material that has not yet been studied. It should also be noted that the same principle could also be used to model the GBCDs of Pt, Pd, or Ir, which have not yet received much attention and could be studied in the future.
Chapter 9

9. Conclusions

The experimental GBCDs of FCC metals, derived from stereological interpretations of EBSD maps, support the hypothesis that the GBCDs of well annealed isostructural materials with similar microstructures (Au, Cu, and Ni) are strongly correlated. As we expected, the FCC distributions are not correlated to GBCDs of BCC metals (Mo and Fe). Ag was also correlated to Au, Cu, and Ni, but it was a relatively weaker correlation. This is explained by the fact that it has a very different microstructure and crystallographic texture. Therefore, significant differences in grain shape and texture can also influence the GBCD. As a result, the strong correlations observed for Au, Cu, and Ni can only be expected to persist in other FCC metals with comparable microstructures and limited texture.

We have found that grain boundary populations are inversely correlated to calculated boundary energies with a different slope at each misorientation. Crystallographic constraints due to extensive twinning in FCC metals affect the misorientation distribution. When the misorientation distribution is not random, the slope of the correlation between the logarithms of the population can be different at each misorientation. Nevertheless, it is possible to predict GBCDs and GBEDs in isostructural polycrystalline material by using a single GBCD and GBED. As an example, we modeled the GBCD of Actinium (Ac) based on the GBCD of Cu and the misorientation angle distribution of Au.
Our atomistic simulations suggested that grain boundary energies in Fe and Mo are strongly correlated and scaled with the ratio of the cohesive energy divided by the square of the lattice constant \( \frac{E_{\text{coh}}}{a_0^2} \). The comparison between the relative areas of grain boundary in Fe and Mo showed a moderate correlation. Interestingly, the anisotropies of the grain boundary populations in Fe and Mo are significantly weaker than those of FCC metals, even though the boundary energy anisotropies are slightly different. The results indicate that grain boundary population has a negative exponential correlation to the grain boundary energy, which has a functional form similar to the Boltzmann distribution. Specifically, FCC metals with a deeper energy cusp will have a wider range of grain boundary populations than those with a shallower energy cusp.

To conclude, the GBEDs and GBCDs in isostructural materials are correlated. While GBEDs in isostructural materials are nearly perfectly correlated, the degree of correlation among the isostructural materials is strongly influenced by the microstructure and crystallographic texture of the specimens. The inverse correlation between grain boundary population and energy, which has different slopes at each misorientation when the misorientation distribution is non-random, leads to GBCDs of isostructural materials that are also strongly correlated at each misorientation.
Chapter 10

10. Future Work

We demonstrated that the inverse relationship between the grain boundary population and energy for those twin-related grain boundaries in Al, Au, Cu, and Ni are consistent with the Boltzmann distribution. It was realized that if the Boltzmann distribution governs these grain boundary populations, then the anisotropies of these grain boundary population distributions would be expected to decrease as the annealing temperature increases. To verify this, we would measure the experimental GBCDs of Cu annealed at various temperatures. Although, there might be many complicating factors that could influence the resultant GBCDs, it is very interesting to investigate the effect of the annealing temperature to the GBCDs.

Throughout our study, the calculated boundary energies are the simulated boundary energies at T= 0 K (enthalpy). We assumed that all grain boundary energies scale with temperature in a similar manner and the relative grain boundary free energies at specified temperatures are proportional to the calculated enthalpies. However there is no guarantee that this would be the case. As we mentioned before in §7.2.1, the populations of Σ11 (110)[311] in Al specimen are very small and obviously deviate from rest of the boundaries despite its low calculated boundary energy. It is possible that the simulated boundary structure of the lowest optimized energy at 0 K might be different from the actual structure at the experimental temperature. This might be the reason that the comparison between the experimental grain boundary population and the computational grain boundary energy for this Σ11 boundary is unreliable. Therefore it is important to
clarify this uncertainty. To investigate the influence of the temperature on the boundary free energy of this Σ11 boundary, we shall use the atomistic model to simulate the boundary energy in Al at five different temperatures.

We demonstrated that the simulated boundary energies of Fe and Mo are strongly correlated and scaled with the ratio of the cohesive energy divided by the square of the lattice constant ($E_{\text{coh}}/a_0^2$). Nonetheless, it is very probable that these results might be a coincidence that might not occur in other BCC metals. To verify this, we would like to simulate the boundary energy in BCC tungsten (W). Only a few boundary types that span the full range of grain boundary energy in Fe and Mo will be selected for this computational study.
Appendix A

Measurement of the Grain Boundary Character Distribution in Textured Polycrystals from Planar Sections with Texture Correction

Abstract

The calculation that corrects the grain boundary character distribution (GBCD) for the effect of texture is described. The texture correction factor, which is the inverse occurrence of the grain orientations at each misorientation, was derived from the planar electron backscatter diffraction (EBSD) maps. A stereological method was used to estimate the GBCD from the line lengths weighted by the correction factor. The method has been tested on polycrystalline copper specimens with weak and strong textures. The results show that the texture correction scheme can alleviate the non-uniform sampling of highly textured specimens. Furthermore the GBCDs of the copper specimens, which have substantially different textures, are strongly correlated after the texture correction. These results clearly indicate that the texture correction procedure provides a reasonable estimate of the GBCD in a highly textured polycrystalline material.

Introduction

A grain boundary, which is a transition region between adjacent grains of two different crystal orientations, can be parameterized by five macroscopic degrees of freedom ($\varphi_1, \Phi, \varphi_2, \theta, \phi$). The grain boundary character distribution
(GBCD), \( \lambda(\Delta g, n) \), is defined as the relative frequency of occurrence of a grain boundary with a misorientation, \( \Delta g(\phi_1, \Phi, \phi_2) \), and a boundary plane normal, \( n(\theta, \phi) \). The domain of grain boundary parameters \((\phi_1, \Phi, \phi_2, \theta, \phi)\), as described in Figure 1, ranges from 0 to \(2\pi\) in each direction, making a total of 24 bins (for \(\phi, \theta\)) and 4 bins (for \(\Phi\)), with respect to [14][16][15]. The number of distinguishable boundary types, \( N \), in the domain is given by: 

\[
N = \frac{8\pi^3}{4 \times 24 \times 24 \times 4^3}
\]

[14]. Note that these distinguishable bins, which were parameterized by \(\phi_1\), \(\cos \Phi\), \(\phi_2\), \(\cos \theta\), and \(\phi\), have the same volume when an angular resolution (\(\Delta\)) are equally partitioned. We could directly obtain the GBCD from three-dimensional techniques such as x-ray diffraction, transmission electron microscopy, and electron backscatter diffraction (EBSD) [5][6][7][21][22][23][141]. However, these techniques remain slow and difficult.

An EBSD map provides four of the five parameters, \((\phi_1, \Phi, \phi_2, \theta)\). The only unknown parameter is the angle (\(\phi\)) between the observation plane and the grain boundary plane. The probability of a specific boundary plane occurring can be estimated using the stereological technique [14][16]. The stereological GBCD calculation has been validated and tested with simulated data as well as 3D-EBSD data [16]. The method has successfully characterized anisotropic distributions in a variety of polycrystalline materials [6][11][12][13][16][22][26][27][28][29] [30][31][32][33][34][35][36][37][38][39][40][41]. However, the stereological calculation presumes random sampling of the line segments at each misorientation. Specifically, the occurrences of grain orientation are assumed to be uniformly distributed at each misorientation, which is not the case for the highly textured polycrystallines. To improve the uniformity of random sampling, we corrected for the texture in the GBCD calculation. This new GBCD calculation is validated on polycrystalline copper, using samples with weak and strong texture.
**Figure 1.** The schematic diagram shows the parameterization of the five macroscopic degrees of freedom, \( \lambda(\Delta g, n) \), (a) two boundary plane orientation parameters and (b) three lattice misorientation parameters. This figure was reproduced from reference [14][16].

**Method**

The GBCD calculation with the texture correction factor is similar to the normal GBCD calculation [14][16][15]. **Figure 2** shows how the grain boundary traces are treated in the typical calculation. For a grain boundary trace \( (l'_{ij}) \), a set of grain boundary plane normals \( (n'_{ijk}) \), which obey the condition \( l'_{ij} \cdot n'_{ijk} = 0 \), were plotted on the great circle of the stereographic projection. While we don’t know the true boundary plane, it is certain that the true boundary is in the set of boundary normal \( (n'_{ijk}) \). For each line segments, the boundary plane normal \( (n'_{ijk}) \) is weighted by the line length and added to the discrete data array according to the misorientation, \( \Delta g(\varphi_1, \cos \Phi, \varphi_2) \), and the boundary plane normal, \( n(\cos \theta, \phi) \). Note that for each line segments, the symmetry operations generate 36 equivalent representations in the discrete data array.
Figure 2. The schematic diagram shows the grain boundary traces process. (a) The identifications of a trace between crystals in the sample reference frame. (b) The set of grain boundary plane normal $n'_{ijk}$. (c) A stereographic projection represents the boundary trace, $l'_{ij}$, and the set of possible plane, $n'_{ijk}$, on the great circle in the grain boundary reference frame. This figure was reproduced from reference [16].

After sufficient observations, the true boundary will occur more frequently than the incorrectly assigned planes. The observed length ($l'_o$) at cell $i$ could be realized as the sum of the correct line length ($l'_c$) and the length ($l'_j$) from some other cell $j$ that has cell $i$ in the zone of observed traces. The total observed length ($l'_o$) is

$$l'_i = l'_c + \sum_{j=1, j\neq i}^{D^2} \omega_j l'_j$$

Equation 1
Where $D$ is the number of divisions of the accumulation chosen to be 18 in this study. $\omega_{ij}$ is a weighting factor, which is largest when $i$ and $j$ are the neighboring cell and constant in the case that $i$ and $j$ are not the neighboring cells. Because the relative area of grain boundary is equal to the fractional length of the line segment, it is required to remove the incorrect assignments from the discrete data arrays. To do this, it was presumed that the boundary planes are randomly distributed. With this consideration, the correct length ($l_i^{c}$) for a particular misorientation and $i^{th}$ boundary plane cell is described as

$$l_i^{c} = l_i^{o} + (Z - 1)\frac{(D - 1)}{D} < l_i^{o} >$$

Equation 2

Where $Z=2/D$ and $< l_i^{o} >$ is the average value of $l_i^{o}$, which is the total observed length at this particular misorientation. The details of this procedure have been described in [14][16][15]. As mentioned before, the grain orientations are not randomly distributed in a highly textured polycrystalline material. Therefore the normal GBCD calculation yields a biased result texture polycrystals. To alleviate this issue, we derive a texture correction factor, which is the inverse frequency of the grain orientations at each misorientation.

**Results and Discussion**

The highly texture polycrystalline specimens used in this study is a high purity copper film. The sample was made by sputtering copper and subsequently annealed in the vacuum at 900 °C to achieve the strong [111] texture parallel to the normal direction of the film, Figure 3a For a comparison, we use a polycrystalline copper, which has a weaker texture, Figure 3b. This specimen was made by annealed copper foil (99.9999% pure, Puratronic, Alfa Aesar, Ward Hill, MA) at 300 °C for 2 hours in the hydrogen flow furnace.
Figure 3. EBSD inverse pole figure maps of (a) Copper thin film, (b) Copper bulk. The crystallographic orientations are colored according to the standard stereographic triangle shown as an inset in (b).

The bulk specimen was ground with SiC paper and polished with diamond suspensions. The samples were fine polished with colloidal silica (40 nm). The local crystal orientations of the specimens were characterized by the EBSD technique. Note that the as-received copper thin film is flat and smooth enough for the EBSD measurement. We use a field-emission gun SEM (Quanta 200, FEI Company) equipped with an EBSD detector. EBSD patterns are collected and analyzed by TSL/OIM software. The step sizes of the measurements were deliberately selected to be greater than one tenth of the average grain size. The reconstructed grain boundary line segments were extracted from the EBSD maps. The numbers of line segments for each specimen are listed in Table 1. It should be noted that the population of Σ3 boundaries in the copper thin film is much lower than that of the copper bulk. At the same time, the coherent twin boundary population of the copper thin film (29%) is slightly greater than that of the copper bulk (27%). In other words, the distribution of the coherent twin boundary in the copper film has a shaper peak than that of the copper bulk. While it was found that the strong [111] texture of the copper film was generated from the strain energy minimization
during thermal annealing [142][143][144], it is possible that the shaper peak of the coherent twin boundary in the copper film could be also created by the strain energy. Nonetheless the analysis of the shape distribution of the coherent twin boundary is beyond the scope of the present study. The textures were calculated from the line segments using the WTS2POP code written by A.D. Rollett. Figure 4 and Figure 5 show the pole figures and the inverse pole figures of the specimens. The copper thin film has a significantly stronger [111] texture, see Figure 4a and Figure 5a This strong texture with [111] parallel to the normal direction of the annealed copper film is in agreement with the previous studies [143][144]. The copper bulk has much weaker texture as in Figure 4b and Figure 5b, which is similar to the (001)[100] cube texture of annealing texture of cold rolled Cu [98][99].

Table 1. Characteristics of samples and accumulated grain boundary data.

<table>
<thead>
<tr>
<th>Polycrystalline copper</th>
<th>Annealed (°C)</th>
<th>Step size (µm)</th>
<th>Steps per segment</th>
<th>Number of segments</th>
<th>Non Σ3 (%)</th>
<th>Σ3 (%)</th>
<th>Coherent twin (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Film</td>
<td>900</td>
<td>0.2</td>
<td>8.2</td>
<td>68,102</td>
<td>62</td>
<td>38</td>
<td>29</td>
</tr>
<tr>
<td>Bulk</td>
<td>300</td>
<td>1.0</td>
<td>6.7</td>
<td>51,767</td>
<td>40</td>
<td>60</td>
<td>27</td>
</tr>
</tbody>
</table>
Figure 4. Pole figures for the specimens, (a) Copper film and (b) Copper bulk.
Figure 5. Inverse pole figures for the specimens, (a) Copper film and (b) Copper bulk. Note the sample reference frames were rolling direction RD, transverse direction TD, and normal direction ND.
Figure 6. Grain boundary character distribution (GBCD) with a misorientation of 60° about [111] axis, (a) Copper thin film without texture correction, (b) Copper thin film with texture correction, (c) Copper bulk without texture correction, and (d) Copper bulk with texture correction.

Figure 6 shows the grain boundary plane distribution with a misorientation of 60° about the [111] axis. For the strongly textured specimen, the populations of the incoherent twin boundaries, which do not appear in the weak texture, are higher in the distribution calculated with the normal GBCD calculation (Figure 6a) than the one calculated using the texture correction scheme (Figure 6b). On the other hand, there are negligible differences between the grain boundary population distributions in the weakly textured specimen calculated using the normal scheme (Figure 6c) and the texture correction scheme (Figure 6d).
Figure 7. The relationship between GBCD of copper specimens calculated with and without texture correction, (a) Copper thin film and (b) Copper bulk. The grain boundaries separated into five categories: Σ3 boundaries (red squares), Σ9 boundaries (green triangles), Σ11 boundaries (violet circles), Σ27 boundaries (blue circles), and other types of boundaries (blue diamonds).
Figure 7a and Figure 7b show a comparison of the relative areas for grain boundary calculated with and without the texture correction in the strongly textured and the weakly textured specimens, respectively. The vertical axis and horizontal axis show the relative areas for grain boundary calculated with and without the texture correction, respectively. As clearly seen in Figure 7a, there is broader scatter for the grain boundary population in the strongly textured specimen when compared to the weakly textured sample (Figure 7b), especially for the Σ3 boundaries. The correlation coefficient of the relative area for grain boundary in the strongly textured specimen (0.89) is lower than that of the weakly textured specimen (0.98). This indicates that in the strongly textured specimen the grain boundary populations, which are determined by using the texture correction scheme, are significantly changed with respect to the boundary populations determined from the normal GBCD calculation.

Figure 8 shows a comparison between the relative areas for grain boundaries in the strong textured sample versus the weakly textured specimen. The correlation coefficient is improved from 0.68 to 0.75 when using the texture correction scheme in the GBCD calculation. It has been reported that the grain boundary population is inversely correlated to the boundary energy [6][5][9][43][44][9][2][3][4]. It is therefore reasonable to believe that the relative areas for grain boundaries in those two copper specimens are correlated. For this reason, the correlation coefficient could be used as an indicator that characterizes an improvement of the GBCD calculation with the texture correction. It should be noted that our specimens were annealed at different temperatures, see Table 1. Because the grain boundary energies vary with the temperature [85][53] [73][74][76], we would expect the annealing temperature to influence the GBCDs. Nevertheless, if the overall grain boundary energies scale with temperature in a similar manner, the influence of temperature on the relative boundary energies should be negligible.
Figure 8. The relationship between GBCDs of copper thin film and copper bulk, (a) GBCD calculated without texture correction and (b) GBCDs calculated with texture correction. The grain boundaries were colored the same as in Figure 7.
The GBCD calculation could be improved by directly determining the weight factor $\omega_y$, which was estimated for the nearest neighbor cells and for non-neighboring cells. This assumption could lead to the errors in the estimation of the grain boundary population, in which the actual weight factor $\omega_y$ is different for each cell. These weight factors, $\omega_{ij}$, could be determined directly from the Equation 1. This will be part of future work.

**Conclusion**

In conclusion, we have developed a texture correction scheme to derive the GBCD in polycrystalline materials from planar EBSD maps. The method has been tested on strongly and weakly textured polycrystalline copper. We found that the GBCD correlation between those two copper specimens improves when the texture correction scheme is used. We conclude that the GBCD calculation with the texture correction is a reasonable method to estimate the relative areas for grain boundaries in highly textured polycrystals.
Appendix B

Grain Boundary Character Distribution of Perovskite BaTiO$_3$ and SrTiO$_3$

Abstract

The relative grain boundary areas of polycrystalline perovskite (BaTiO$_3$ and SrTiO$_3$) ceramics were measured. While the most populous boundaries in BaTiO$_3$ and SrTiO$_3$ sintered for 3 hours are centered at the coherent twin boundary, the population of the coherent twin boundary in SrTiO$_3$ is significantly lower than that of BaTiO$_3$ and decreased when the sintering time increased from 3 to 6 hours. The comparisons between the populations of the $\Sigma 3$ boundaries and the average populations of the other boundaries excluding $\Sigma 3$ boundaries in the BaTiO$_3$ and the SrTiO$_3$ specimens indicate that the perovskite ceramics have similar grain boundary character distributions.

Introduction

Polycrystalline perovskites with a simple cubic unit cell have a wide range of applications, such as electroceramic, colossal magnetoresistance, and high-temperature superconductivity [145]. The relative areas of grain boundaries, which is quantified by the grain boundary character distribution (GBCD) [14][16], plays a role in determining the overall macroscopic properties of the polycrystalline ceramics. A prior study of the GBCD in polycrystalline SrTiO$_3$ showed that the anisotropy of the GBCD is inversely correlated to the grain boundary energy, which is the free energy that is required to create this grain boundary [21]. In other words, the grain boundary energy could be simply defined as the sum of the adjacent
surface energies minus a binding energy that results from the bond formation when the two surfaces are brought together [65]. Because the binding energy is approximately constant and less significant for a general boundary [21], the boundaries that composed of the lowest surface energy (100) plane are hypothetical low energy boundaries and frequently observed in the polycrystalline SrTiO$_3$ [21][146]. Recent studies showed that the GBCDs of materials, which have FCC crystal structure (isostructural), are strongly correlated [3]. Because grain boundary energies of FCC materials are correlated [10], this clearly shows that the inverse correlation between grain boundary population and energy is the controlling mechanism leading to the strong correlation of the GBCDs in the FCC metals. BaTiO$_3$ and SrTiO$_3$, which are perovskite ceramics, have surface energy characteristics that are similar [147]. Grain boundary energy, which is dominated by the adjoining surface energies, would be expected to share this similarity; as a result, the GBCDs of BaTiO$_3$ and SrTiO$_3$ might be also correlated in a manner similar to what was reported for the FCC metals [3] and BCC metals [148]. If it were the case, this would be an enormous simplifying principle to obtain the GBCD of perovskite ceramic materials. Therefore the goal of this study is to investigate the GBCDs of isostructural perovskite polycrystalline ceramics. We chose BaTiO$_3$ and SrTiO$_3$ as model materials to represent a wide range of cubic perovskite materials because both materials have been well studied in our group and could be obtained from commercial sources with known purities. It was reported that $\Sigma 3$ boundaries in high purity SrTiO$_3$ have lower populations than (100) terminated boundaries, which dominated an entire grain boundary space [21]. A more recent study reported that the populations of $\Sigma 3$ boundaries in the polycrystalline SrTiO$_3$ decreased with the sintering time in the air [149]. However, this study focused only on the coincidence site lattice (CSL) distribution. To investigate the GBCD correlation between BaTiO$_3$ and SrTiO$_3$, we shall investigate the influence of annealing time on the GBCD of the polycrystalline SrTiO$_3$.
Experimental Methods

The polycrystalline samples were fabricated from 99.7 % pure BaTiO$_3$ and 99.7% pure SrTiO$_3$ (Alfa Aesar, Ward Hill, MA). The powders were ground and compressed at 220 MPa to form a pellet with diameter of 1 cm. The samples were placed in an alumina with excess powder to reduce the loss of volatile elements during sintering in the air. The temperatures for burn-off, densification, and sintering for each specimen are summarized in Table 1. The samples were lapped with 9 µm and 3 µm alumina slurries, and finally polished with 0.01 µm colloidal silica. The SrTiO$_3$ specimens were annealed at 1100 °C for 3 hours to repair polishing damage, and sputter coated with 1 nm Pt to avoid charging during electron backscatter (EBSD) measurements. A field-emission gun scanning electron microscope (Quanta 200, FEI Company) equipped with an EBSD detector was used to map the crystal orientations of the specimens. The EBSD patterns are collected from the sample, which is tilted to about 70° with respect to the electron beam. To reduce this source of uncertainty [14][16], we deliberately use a step size that is approximately one tenth of average grain size for the EBSD measurements; BaTiO$_3$ (2 µm) and SrTiO$_3$ (0.2 µm and 0.5 µm for 3 and 6 hours sintering respectively).

Table 1. The materials and materials’ preparations of BaTiO$_3$ and SrTiO$_3$.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Burn-Off</td>
<td>900 / 900</td>
<td>10 / 10</td>
</tr>
<tr>
<td>Densification</td>
<td>1230 / 1340</td>
<td>10 / 10</td>
</tr>
<tr>
<td>Sintering</td>
<td>1360 / 1470</td>
<td>3 / 3(6)</td>
</tr>
</tbody>
</table>
The raw EBSD data were processed with standard cleaned up functions in the TSL software. To correct the misindexing in SrTiO₃, the pseudosymmetry clean up was used to remove 45° <001> false boundaries with a tolerance of 2°. This clean up procedure changes less than 1% of all data. The relative areas for grain boundaries were obtained from a stereological interpretation of the EBSD maps [14][15][16]. To reconstruct grain boundary line segments for the GBCD calculation, we used TSL/OIM software to extract line segments from the EBSD maps. The software first identifies triple junctions and then estimates the in-plane grain boundary geometry [94]. Straight lines are first used to connect all of the triple points. If these segments deviate from the boundary position more than two pixels, the segments will be divided to better match the curvatures of grain boundaries. About 50,000 line segments for each data set were used in the calculation GBCD with a binning resolution of 10°.

**Figure 1.** EBSD inverse pole figure maps of (a) BaTiO₃, (b) SrTiO₃ sintered for 3 hours, and (c) SrTiO₃ sintered for 6 hours. The crystallographic orientations are colored according to the standard stereographic triangle on the bottom right.
Results and Discussion

Figure 1 shows the nominal microstructure of the polycrystalline perovskite oxides, which clearly reveals no grain orientation texture for all specimens. Figure 2 shows the misorientation angle distribution for all specimens. While BaTiO$_3$ has its peak maximum at about 60°, the frequencies of the other misorientation angles are clearly similar to the random misorientation angle distribution (Mackenzie distribution), which has its peak at about 45° [105]. The frequency of the misorientation angle at about 60° in the SrTiO$_3$ specimen sintered for 3 hours is slightly larger than the SrTiO$_3$ specimen sintered for 6 hours. Nevertheless, the misorientation angle distributions of both SrTiO$_3$ specimens are very similar to the randomly oriented polycrystalline (Mackenzie distribution) and consistent with the previous studies [25][150].

![Misorientation angle distribution](image)

Figure 2. Misorientation angle distributions of BaTiO$_3$ (blue diamonds), SrTiO$_3$ sintered for 3 hours (red squares), and SrTiO$_3$ sintered for 6 hours (green circles). Black line shows randomly oriented crystals (Mackenzie distribution).
Figure 3 shows the grain boundary plane distributions (GBPDs) of the specimens plotted on a stereographic projection in units of multiple of a random distribution (MRD). These distributions have relatively weak anisotropy. The only prominent feature was the peak at the (111) orientation in BaTiO$_3$ (see Figure 3a). Interestingly, when excluding the Σ3 boundaries in the GBCD calculation of BaTiO$_3$, the peak was relocated from (111) to (100) planes (see Figure 3b). This observation indicates that the enhancement of (111) planes in BaTiO$_3$ originates from the high frequency of the Σ3 boundaries. In addition, the peak maxima of the (100) plane in SrTiO$_3$, as shown in Figure 3c and Figure 3d, increased from 1.1 MRD to 1.5 MRD when increasing the sintering times from 3 to 6 hours. The GBPDs of BaTiO$_3$ in Figure 3b and SrTiO$_3$ specimens (Figure 3c and Figure 3d) are consistent with the previous results of SrTiO$_3$ [21][25][150]. Figure 4 shows the distribution of grain boundary plane normal with 60° misorientations about [111] axes. Both BaTiO$_3$ (Figure 4a) and SrTiO$_3$ specimen sintered for 3 hours (Figure 4b) have the same peak maxima at the coherent twin boundary with (111) plane on either side of the boundary.
Figure 4. Observed distribution of grain boundary plane normals for boundaries with a 60° misorientation about the [111] axes, (a) BaTiO$_3$, (b) SrTiO$_3$ with 3 hours sintering, and (c) SrTiO$_3$ with 6 hours sintering.

Figure 5. Comparison between the relative areas for Σ3 boundaries in SrTiO$_3$ and BaTiO$_3$. The horizontal axis shows the relative area in BaTiO$_3$ and the vertical axis shows the relative area in SrTiO$_3$ specimen sintered for 3 hours (blue diamonds) and 6 hours (red squares). Each point corresponds to two crystallographically identical grain boundaries in two different materials.
The peak magnitude in BaTiO$_3$ (576 MRD) is considerably larger than in SrTiO$_3$. Because of this large peak in the BaTiO$_3$ specimen, the GBPD of the BaTiO$_3$ in Figure 3a has its peak maximum centered at the (111). It should be noted that the peak maximum in the SrTiO$_3$ specimens disappears when increasing the sintering times from 3 to 6 hours (see Figure 5). As we mentioned before, the anisotropy of the grain boundary energy is dominated by the total energy of the adjoining surfaces. In this case, the (100) symmetric twist boundary would be the lowest boundary energy in perovskites. Because the coherent twin represents one of the lowest boundary energy in the cubic perovskites, therefore the coherent twin boundary could also be considered as a special grain boundary [151]. In this case, we would expect that the relative areas of the (100) symmetric twist boundary and the coherent twin boundary would be increased with the sintering time and reach a constant value in a steady state GBCD. However the fraction of the coherent twin boundary in the SrTiO$_3$ sintered for 6 hours (2.7 MRD) is less than that in the SrTiO$_3$ sintered for 3 hours (15.3 MRD) as shown in Figure 4.

It should be pointed out that the decreasing of the coherent twin boundary in the SrTiO$_3$ specimen is consistent with the previous report that the fraction of the $\Sigma 3$ boundaries in the high purity polycrystalline SrTiO$_3$ decreased with the sintering time [149]. Because the coherent twin boundary is composed of two highest surface energies with the (111) planes [146], the bonding energy for the coherent twin has to be relatively large compared with a general grain boundary. A high planar coincidence of the coherent twin boundary might be sensitive to shear stress originated from the sintering processes and the defect concentration in the polycrystalline oxide perovskites [152]. Prior experimental results suggested that the sintering atmosphere could influence to the grain growth behavior in BaTiO$_3$ [153] and SrTiO$_3$ [154]. The coherent twin-assisted abnormal grain growths are inhibited when decreasing the oxygen partial pressure to $4\times10^{-18}$ atm [153][154][155]. These results indicated that the observation frequency of the coherent twin boundary was related to the oxygen vacancy concentration, which is in fact directly related to the oxygen partial pressure during sintering. Significant
studies of oxide perovskites by using a high-resolution transmission electron microscopy provide evidence for the presence of oxygen vacancies at the coherent twin boundary in BaTiO$_3$ [156] and SrTiO$_3$ [157]. A first principle calculation showed that the energy of the coherent twin boundary in SrTiO$_3$ significantly increased with the number of dangling bonds, which is defined as the number of missing coordination atoms (vacancy defect) in the grain boundary structure [151]. The coherent twin boundary energy changed from 0.48 to 2.05 J/m$^2$ when the number of normalized value of dangling bond changed from 0 to 0.85. In this case the five macroscopic degree of freedom does not necessary specify a single microscopic grain boundary structure and there are multiple atomic arrangements with different boundary energies for the coherent twin boundary. These vacancy defects at the grain boundary might be similar to the idea of the segregation at the grain boundary, known as the complexon [37][158]. Because an overall vacancy formation energy in SrTiO$_3$ is lower than the formation energy in BaTiO$_3$ [159], we would expect that the vacancy concentration in a polycrystalline SrTiO$_3$ sintered in the air might be much greater than in BaTiO$_3$. If the grain boundary energy is the key factor in controlling GBCD, the grain boundary energy associated with the vacancy defect could influence the population of the coherent twin boundary in SrTiO$_3$.

**Figure 6** shows the grain boundary population of BaTiO$_3$ and SrTiO$_3$ at four misorientations about [100] axes. For all misorientations, the population peaks are located at the (100) plane. This indicates that the pure twist grain boundaries, in which both terminated boundaries are the lowest energy {100} plane, are the most prevalent grain boundaries, regardless of the boundary misorientations. There are also dominant tilt boundaries, in which one plane is terminated by {100}, and the other is terminated by the crystal plane that are tilted away from the {100} [21], as clearly depicted in **Figure 6l**. The distributions of BaTiO$_3$ are similar to those of SrTiO$_3$.
Figure 6. Observed distribution of grain boundary plane normal for boundary with (a) 10°, (b) 20°, (c) 30°, and (d) 40° about [100] axes in the BaTiO₃ specimen. (e)-(h) and (i)-(l) show the similar plots for the SrTiO₃ specimens sintered for 3 hours and 6 hours respectively.
Figure 7. Comparison of GBCD calculated with excluding Σ3 boundaries in SrTiO₃ and BaTiO₃ specimens. The average grain boundary populations in SrTiO₃ sintered for 3 hours (a) and 6 hours (b) are plotted with the average populations of the same boundaries in BaTiO₃. Note that the average populations with observation less than 1000 and greater than 1000 are labeled by blue diamonds and red squares respectively. The number of observation is marked by green circles.
To quantitatively compare the grain boundary populations between BaTiO$_3$ and SrTiO$_3$, we use an averaging scheme. The population range (P) is discretized into bins of fixed width ($\Delta = 0.1$ MRD). The averaged values of all of the boundaries in BaTiO$_3$ that have populations between P and P + $\Delta$, are determined. In the SrTiO$_3$ data sets, we then find the average populations of the set of boundaries that have the identical crystallographic parameters. It should be pointed out that there are 236,196 bins for the GBCD calculated with a resolution of 10° [14][15][16]. The averaged grain boundary populations in each population range of BaTiO$_3$ and SrTiO$_3$ and the number of bins that were included are shown in Figure 7. As shown in the plot, the maximum populations in the SrTiO$_3$ specimen sintered for 3 hours (Figure 7a) and 6 hours (Figure 7b), which include data from fewer bins, clearly deviate from the rest of the data. Nevertheless, the average populations in the SrTiO$_3$ specimens, which are based on more than 1000 bins, are strongly correlated with the average populations of the same boundaries in BaTiO$_3$. These results indicate that while the peak maxima in BaTiO$_3$ and SrTiO$_3$ are not the same boundary types, the characteristic distributions of grain boundary in BaTiO$_3$ and SrTiO$_3$ are strongly correlated on average.

**Conclusion**

The populations of the $\Sigma 3$ boundaries in SrTiO$_3$, which decrease with the sintering time, are considerably smaller than in BaTiO$_3$. When the $\Sigma 3$ boundaries and the other boundary types are considered separately, the relative grain boundary populations in the BaTiO$_3$ and the SrTiO$_3$ specimens are positively correlated. These observations indicate that the GBCDs of isostructural perovskite ceramics are positively correlated.
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