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A B S T R A C T

This study employed experimental data as the initial microstructure for molecular dynamics simulation of grain 
growth in polycrystalline nickel, aiming to investigate the relationship between grain boundary curvature and 
velocity in impurity-free systems. A bidirectional method for converting data between voxelized and atomic 
structures was developed and validated. The outcomes of the MD grain growth simulation broadly matched the 
characteristics of grain growth observed in the experiment. Most significantly, the simulation result contributes 
additional evidence supporting the reported absence of a correlation between velocity and curvature during 
grain growth in polycrystals, and confirms that this is not related to solutes, precipitates, processing route, or 
characterization method. The implication is that features of the 3D grain boundary network interfere with the 
velocity/curvature relationship.

Grain growth, which decreases system free energy by eliminating 
internal interfaces, is a fundamental microstructural evolution process 
in polycrystals. Despite more than 70 years of discussion, grain growth 
behavior remains incompletely understood. In the absence of other 
driving forces, the capillary driving force causes grain boundary motion. 
The capillary driving force is given by the weighted mean curvature F =
γGBκ where γGB is the grain boundary free energy per unit area and κ is 
the mean curvature [1,2]. Linear rate theory suggests that the grain 
boundary velocity v is proportional to the driving force, and that rela-
tionship is given by v=MγGBκ, where M is the mobility of the boundary; 
this relationship holds pointwise and when integrated over the bound-
ary as a whole [3–5]. The correlation between velocity and mean cur-
vature has been verified through experimental studies [4,6,7] and 
simulations [8] of grain boundary migration in bicrystals. However, 
some recent experiments report the surprising observation that there is 
no apparent correlation between mean curvature and velocity during 
grain growth in polycrystalline nickel [9], SrTiO3 [10], and α-Fe [11].

Much research on three-dimensional grain growth theory relies on 
computational simulation. On one hand, achieving non-destructive and 
high-resolution characterization in experiments is still a challenge [12]. 
On the other hand, measurements must be conducted in truly pure 

materials to minimize the impact of impurities on grain boundary 
migration [13,14]. In contrast, computational simulation allows for 
modeling grain boundary motion in pure materials and extracting the 
microstructure features easily. Most grain growth theories are explored 
through continuum simulations, including isotropic [15,16] and aniso-
tropic [17–19] grain growth. To assess the capability of simulations in 
capturing pathways and grain boundary properties during grain growth, 
some studies report comparisons with experimental observations 
[20–22]. The results indicate a statistical consistency in the grain growth 
kinetics, but the simulations typically do not capture individual grain 
evolution trajectories, including topological changes. This is attributed 
to neglecting the anisotropic crystalline nature of grain boundaries in 
the continuum simulation.

In contrast, molecular dynamics (MD) simulation does not rely on 
assumptions about the grain boundary migration mechanism during 
grain growth. The anisotropy of grain boundary energy and mobility is 
inherently present in the atomic configurations [23]. Additionally, MD 
simulation can eliminate interference from impurities that might exist in 
experimental samples and only model evolution in pure materials. Due 
to computational limitations, current MD simulations of grain growth 
must be carried out at the nanoscale. There have been no reported 
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comparisons between atomistic simulations of grain growth and exper-
imental results in three dimensions. This is partly due to the difficulty in 
acquiring large-scale and high-fidelity experimental data suitable for 
comparison with grain growth simulations. In addition, there is a need 
to develop a method for transforming the experimental data into the 
initial microstructure for MD simulation; most MD grain growth simu-
lations begin with a Voronoi tessellation [24–26].

The existing methods of constructing computational microstructures 
from experimental data typically involve defining a surface mesh [27,
28]. After obtaining the enclosing surface, atoms are filled into volume 
to create a crystal that satisfies the crystallographic information, using 
codes such as nanoSCULPT [28]. However, the construction of a surface 
mesh from data points introduces a certain level of error, which may 
have a significant impact on the precision of the constructed 
atomic-scale microstructure. As an alternate approach, we present our 
methodology that transforms the experimental voxel-based structure 
directly into the atomic-based structure for simulation.

We assume that the atomistic polycrystalline FCC structure can be 
seen as an assembly of multiple individual FCC grains, and each grain 
can be obtained by “sculpting” a sphere. The experimental data are 
represented in voxel-based form (Fig. 1a), and the Cartesian coordinates 
of the initial experimental data serve as the reference frame. For each 
voxel-based grain from the experiment (GrainVB-ref), we initially deter-
mine the bounding box diagonal and generate a three-dimensional 
sphere with this length as the diameter. Then a grid of points with the 
same orientation as the reference frame is generated over the interior of 
the three-dimensional sphere, referred to as the Base Ball (BallVB, 
depicted in Fig. 1b). The voxel edge length in BallVB (LBALL) has a scaling 
relationship with the size of the voxel in the experimental data (LEXP), 
and the ratio (LEXP/ LBALL) is defined as the cube ratio (Fig. 1b).

The FCC lattice (BallFCC) can be easily obtained by adding points 
within BallVB, with the number of points in BallFCC being four times that 
in BallVB (Fig. 1c). Then the BallFCC is rotated with its center based on the 
crystallographic orientation of GrainVB-ref (BallFCC-oriented, depicted in 

Fig. 1d), ensuring that BallFCC has the same grain orientation relative to 
the reference frame. Finally, the GrainVB-ref is placed at the center of the 
BallFCC-oriented for “sculpting” (Fig. 1e). The neighborhood search algo-
rithm is employed to obtain all atoms within 

̅̅̅
2

√
LBALL from each voxel in 

GrainVB-ref, and these atoms constitute the rough FCC grains (GrainFCC- 

rough, depicted in Fig. 1f). Intuitively, a smaller cube ratio, with 1 
considered as the smallest effective cube ratio, would result in a larger 
“sculpted” GrainFCC-rough.

To ensure a close match with the grain boundaries in voxel-based 
experimental data, it is necessary to refine the structure of the transi-
tion region between two neighboring grains. Therefore, the GrainVB-ref in 
the former “sculpting” step should encompass not only the voxel grid 
specific to that grain (GrainVB-self) but also the grids from all neighboring 
grains within LEXP (GrainVB-NN) to preserve the voxel-based grain 
boundary throughout the “sculpting” step. Some atoms in GrainFCC-rough 
might extend beyond the range of GrainVB-self. If the nearest grid point of 
an atom belongs to GrainVB-self, then this atom is kept as a part of the 
grain boundary. Otherwise, it is deleted. The atoms in the final atomic- 
based grain will all be contained within the GrainVB-self, as shown in 
Fig. 1g.

The high-purity polycrystalline nickel structure used in the experi-
ment originated from a 1 mm diameter nickel wire and was stored in a 
voxel-based structure comprised of voxels that are 2.8 μm × 2.8 μm × 4 
μm [9]. The acquisition of these data by high energy diffraction mi-
croscopy has been described previously [9,29] and the data are publicly 
available [30]. A summary of the data acquisition is provided in the 
supplemental materials. To obtain the largest initial microstructure for 
MD simulation, we cropped the largest inscribed rectangular cuboid 
within the disk-shaped experimental data volume (with dimensions of 
220 × 220 × 60 voxels), as shown in Fig. 2a. No special treatment was 
applied to the boundary of the initial microstructure; to accommodate 
the simulation boundary conditions, we allowed edge grains to contact 
each other via periodic boundary conditions. This approach simplified 
the MD simulations while ensuring a local environment for the grains at 

Fig. 1. The procedure for transforming a voxelated grain into an oriented atomic structure. (a) Select voxel-based grain from experimental data as GrainVB-ref, which 
consists of GrainVB-self (the voxels possess the same ID with the selected grain, dark colored) and GrainVB-NN (the voxels from the nearest neighbor grains, light 
colored) The bounding box diagonal of GrainVB-ref is extracted as the diameter for the Base Ball. (b) Choose an appropriate cube ratio to build voxel-based Base Ball 
(BallVB). Cube ratio is defined as the ratio of the voxel’s length between GrainVB-ref and BallVB. The Cartesian coordinate is the same as the experimental data and 
serves as reference frame. (c) Expand BallVB to FCC-based Base Ball (BallFCC). The FCC lattice is formed by adding three points to the face center according to each 
point in the voxel grid. (d) Rotate the BallFCC based on the grain orientation (BallFCC-oriented). (e) Place the GrainVB-ref at the center of BallFCC-oriented for sculpting. (f) 
The comparison between atomic-based grain after sculpting (GrainFCC-rough, gray colored) and GrainVB-NN (light colored). Apply distance-based criteria to filter grain 
boundary atoms within GrainFCC-rough. (g) The final atomic-based grain (GrainFCC), which all atoms are within the GrainVB-NN.
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the center of the microstructure similar to that in the experiment. All 
voxel-based grains within this volume were independently transformed 
into atomic-based grains as described above. The polycrystalline struc-
ture was then scaled to units of Angstroms, using the ratio of the lattice 
constant divided by the cube ratio. The Open Visualization Tool 
(OVITO) [31] modifiers were applied to filter and remove atoms within 
a cutoff distance of 1.6 Å in the region between the neighboring grains, 
which is illustrated in Fig. 2b. We chose the cube ratio as 1.5 in this study 
as a trade-off between the resolution of the atomic structure and the 
required computing resources. The size ratio of the voxel-based grain to 
the atomic-based grain was approximately 0.9, where the initial 
microstructure, in Fig. 2c, contains 4688,370 atoms and dimensions of 
610.40 Å × 610.40 Å × 141.76 Å. This microstructure encompassed a 
total of 1911 grains.

All grain growth simulations were performed using LAMMPS [32] 
with the Foiles-Hoyt Embedded Atom Method (EAM) potential for nickel 
[33]. A time step of 0.002 ps (2 fs) was used for all dynamics simula-
tions, and periodic boundary conditions were employed in all three 
Cartesian directions. Energy minimization was first applied to relax the 
transformed atomic-based structure completely. The microstructure was 
heated from 50 K to 650 K over 1.2 ns and annealed at 650 K for another 
0.4 ns, using an isothermal-isobaric NPT ensemble. A dump file was 
saved at intervals of 0.05 ns. The simulation parameters were chosen 
based on the alignment method described below.

To compare the microstructural evolution in the grain growth 
simulation with experiments, it is necessary to establish a standard for 
aligning the experimental and simulation data. (In essence, we match 
simulation and experimental annealing times, recognizing that the 
actual time scales are vastly different.) Here, we applied the same post- 
processing methods to all experimental and simulation structures 
(described below), including cropping, voxel-atomic conversion, and 
grain segmentation with the OVITO modifiers. We selected the five 
simulation outputs with the closest average grain size to the corre-
sponding experimental structures. Then, the grain tracking algorithm 
was used to unify the grain IDs in all selected simulation outputs. The 
microstructure in the last simulation output comprises 280 grains 
tracked from the initial structure.

To maintain consistency with experimental methods in the subse-
quent calculations of grain boundary curvature and velocities, we need 
to convert the atomic-based structure back to the voxel-based structure 
using a method similar to voxel-atomic conversion. We generated a 3D 
voxel grid with a dimension of 608 Å × 608 Å × 142 Å, which was 

constructed with voxels that are 2 Å × 2 Å × 2 Å. For each voxel, the 
distance algorithm was used to find the nearest atom in the simulation 
structures and assign the atomic orientation to the voxel. The atomic- 
voxel conversion is illustrated in Fig. 2d. Then, we imported the 
voxel-based simulation structures into Dream3D [34] to reconstruct the 
microstructure (Fig. 2e). After surface meshing and smoothing [35], the 
resulting grain boundaries are represented using triangular elements. All 
five macroscopic grain boundary parameters can be obtained from the 
triangles. The overall grain boundary velocity is quantified based on the 
number of exchanged voxels near the grain boundary, using the method 
described in [9]. The integral mean curvature is obtained by averaging 
the curvature of all mesh triangles in the grain boundary [11]. Because 
the velocity and curvature calculations depend on the details of the mesh 
elements, the segmentation and smoothing parameters represent a 
source of uncertainty. In addition, we note that we cannot include the 
energetic contribution to the weighted mean curvature, since we do not 
know the surface free energy at every point along the boundary.

The grain boundary population as a function of the disorientation 
angle is given in Fig. 3a. Except for the local maxima at 39◦ (Σ9) and 60◦

(Σ3), the data follows Mackenzie’s distribution for randomly oriented 
cubes [36]. The values of the distribution below 2∘ are negligible due to 
the misorientation threshold set between the neighboring grains. These 
crystallographic features agree with the experimental structure, vali-
dating the conversion methodology [37,38].

The relationship between the average grain boundary velocity and 
curvature is given in Fig. 3b. The curvatures are binned in intervals of 
0.0015 Å-1, and the red markers in the plot represent the means of the 
velocity in each bin; error bars indicate the standard deviation. To 
minimize the influence of noise on the results, we chose a curvature of 
0.03 Å-1 as the cutoff condition, with over 90 % of the grain boundary 
curvature falling below this threshold. The grain boundaries with higher 
curvature were excluded due to insufficient observations, which could 
introduce noise and inaccurately represent the relationship between the 
average velocity and curvature.

In Fig. 3b, it can be observed that there is a slight positive correlation 
between average velocity and curvature when the curvature is very 
small (less than 0.0045 Å-1). However, no obvious correlation between 
velocity and curvature is observed when curvature exceeds 0.009 Å-1. 
The large error bars corresponding to each curvature bin in Fig. 3b 
indicate that GBs with similar mean curvatures have very different ve-
locities. This can be explained by the fact that grain boundary migration 
depends on the surrounding microstructural environment and is 

Fig. 2. Microstructure processing. (a) The voxel-based experimental microstructure, where colors are used to distinguish between different grains. The volume for 
voxel-atomic conversion is defined by the largest inscribed rectangular cuboid as shown. (b) Illustration of atom deletion within the cutoff distance during the 
assembly of individual grains. (c) Initial atomic-based microstructure for MD simulation, and colors are employed to differentiate between grain IDs. (d) Schematic 
depiction of the reconstruction of a voxel-based structure (right) by using a 3D grid (grey points) to scan the nearest atoms in atomic-based structure (left). (e) The 
reconstructed voxel-based final simulation structure in Dream3D. Colors are used to distinguish between different grains.
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influenced by factors beyond the mean curvature. Factors that can alter 
the motion of high-curvature grain boundaries include impurities, 
crystallographic anisotropy in grain boundary mobility or energy, the 
drag effect induced by triple junctions [39] and disconnection modes 
[40], and stresses that arise from shear coupled boundary motion [41,
42].

The relationship between average velocity and mean curvature 
calculated in the MD simulations is similar to the result reported in the 
experimental work with the same Ni sample by Bhattacharya et al. [9]. 
The agreement between simulation and experiment, despite significant 
differences in length and time scales, implies that the lack of correlation 
between boundary mean curvature and velocity is a fundamental feature of 
grain growth in polycrystals. It cannot be attributed to solute or precipitate 
pinning, nor to processing-related or characterization artifacts. It is 
well-established that grain boundaries in MD bicrystals do migrate by 

mean curvature [8]. This implies that features inherent in the 3D grain 
boundary network are responsible for erasing the velocity/curvature 
correlation. For example, triple lines may directly inhibit grain growth 
[39], or they may interact with grain boundary disconnections to 
interfere with boundary motion [40]. In addition, even in the absence of 
triple lines, dimensional constraints will inhibit the shear displacement 
required for normal motion of shear coupled grain boundaries [41,42]. 
Note that within the scope of this study, we cannot draw conclusions 
about the contributions of these motion inhibition mechanisms. Clearly, 
there is a need for further theoretical and experimental analysis to un-
derstand the breakdown of the curvature/velocity relationship.

Fig. 4a illustrates the variations in grain boundary velocity for Σ3=
60∘/[111] misorientation, and Fig. 4b and c show the grain boundary 
curvature and relative area respectively. There were no systematic dif-
ferences in the calculation of velocity distribution for each timestep, so 

Fig. 3. (a) Disorientation angle distribution for 12,582 grain boundaries in combined voxel-based simulation structures. (b) Mean grain boundary velocity as a 
function of mean curvature for 90 % of the grain boundaries (red). The curvature values are grouped into bins of width 0.0015 Å−1, and the distribution of boundary 
curvatures is shown in blue.

Fig. 4. Grain boundary velocity, curvature, and relative area distribution for Σ3 (a–c) and Σ9 (e–g) grain boundaries plotted in stereographic projections along [001]. 
Two stereographic projections (d and f) were generated in GBTool box [43]. (d) The orientations marked with circles, diamonds and triangle are {211} STGBs, {101}
tilt boundaries and the {111} twist boundaries, respectively. (h) The orientation marked with circle and diamond are {114} STGBs and {221} STGBs, respectively.
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the data from all of the time steps are combined and considered 
together. These distributions are calculated from 981,919 triangles from 
208 different boundaries. The relative grain boundary area exhibits an 
inverse correlation with curvature; that is, flat boundaries tend to be 
larger. The minimum velocity corresponds to the coherent twin 
boundaries at (111) orientation, which are also the lowest curvature 
boundaries. The tilt boundaries at the {211} orientation have the 
maximum velocities and also higher curvatures.

The Σ9 = 39.9◦/[110] misorientation also shows a relatively high 
population in the disorientation distribution (Fig. 3a). Fig. 4(e–g) show 
the grain boundary velocity, curvature, and relative area for these 
boundaries. These distributions are calculated from 248,631 triangles 
from 120 different grain boundaries. Like the Σ3 boundaries, the grain 
boundary relative area is inversely proportional to the curvature dis-
tribution, but there is no strong correlation observed between the ve-
locity distribution and curvature. These results broadly agree with the 
corresponding experimental observations [9].

Recall that the simulation data suggest a slight positive correlation 
between velocity and curvature only for boundaries with very low 
curvatures; this is not seen in the experimental results. A similar 
observation is made in MD simulations of nanocrystalline grain growth 
in Al, which show a correlation between velocity and curvature for Σ3 
coherent twin boundaries but no others [24]. This might be attributed to 
the difference in defect density and spatial length between the experi-
ment (microscale) and MD simulation (nanoscale). In FCC metals, 
boundaries with very low curvature (i.e. flat boundaries) are often 
faceted coherent Σ3 twin boundaries, as shown in Fig. 4b and c. The 
density of the defects that permit boundary motion (e.g. dislocations and 
disconnections) can be quite low in faceted boundaries. While a 
micron-scale boundary may contain enough defects for motion, a 
nanoscale boundary may contain none at all [44], significantly inhib-
iting its motion. Therefore, compared to real materials, the flat bound-
aries in simulations are more likely to be of low velocity. On the other 
hand, even at the nanoscale, more highly curved and nonfaceted grain 
boundaries like the Σ9 boundaries in Fig. 4f are likely to have significant 
defect content, increasing the potential for grain boundary motion. 
Thus, there is no obvious correlation between grain boundary velocities 
and curvatures for high-curvature grain boundaries, an observation that 
aligns with the findings in experiments. If this explanation is correct, it 
implies that a grain boundary’s mobility is extrinsic and depends on its 
size and defect content [45–48], causing the grain boundary motion to 
be not only a normal displacement of the interface.

In conclusion, we developed a voxel-atomic bidirectional conversion 
method and converted a 3D experimental microstructure into the initial 
structure for an MD simulation of grain growth. When comparing the 
outcomes of the MD grain growth simulation with the experimental 
data, the distinct characteristics of grain growth in nickel polycrystals 
were observed, and the correlation between grain boundary velocity and 
curvature matched the surprising conclusions drawn from the experi-
ments. Our atomistic simulation result contributes additional evidence 
supporting the widespread absence of a correlation between velocity 
and curvature during grain growth in polycrystals, and we confirm that 
this is not related to solutes, precipitates, processing routes, or charac-
terization methods. The implication is that features of the 3D grain 
boundary network, which include topological constraints, defect in-
teractions, and shear coupling effects, interfere with the velocity/cur-
vature relationship.
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