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A B S T R A C T   

Constructing microstructure-property-processing relationships in polycrystalline metals remains a challenge 
mainly due to the lack of quantitative relations between grain boundary (GB) energies and populations as well as 
the macroscopic properties associated with the processing dependent microstructure. Here, we present a uni-
versal function for computing the energies of arbitrary GBs in body-centered cubic (bcc) metals. The effectiveness 
of the universal function in describing the variations of the GB energies is demonstrated by consistency between 
the output of the function and the energies of ~ 2,500 GBs simulated by the embedded atom method. Large-scale 
comparisons between the interpolated energies and measured GB populations in W, Fe and ferritic steel reveal 
that the population distributions are governed by local energy minima located at the Σ1, Σ3, Σ9, Σ11, and Σ33a 
misorientations, representing a major step forward for the grain boundary engineering (GBE) of bcc metals.   

Grain boundary engineering (GBE) has been widely used to optimize 
certain properties of polycrystalline materials including corrosion 
resistance, electrical conductivity, mechanical strength and ductility 
[1–10]. There remains a challenge in employing the GBE to tailor the 
grain boundary character distributions (GBCDs) for specific properties 
in body-centered cubic (bcc) metals. Although the properties of poly-
crystalline bcc metals can be enhanced by thermo-mechanical processes 
[1–4], the degrees of improvements associated with special or 
low-energy grain boundaries (GBs), such as Σ3, Σ9, and Σ27 are 
generally low compared with those observed for the face-centered cubic 
(fcc) metals [5–10]. Therefore, a complete list of the low-energy GBs in 
bcc metals, which might contribute to improve these properties, should 
be identified. Attempts to construct predictive models for calculating the 
GB energies for bcc metals have been reported previously [11–18]. For 
example, a lattice-matching model having only two fitting parameters 
successfully predicted the relative GB energies in Fe and Mo [18]. 
Nonetheless, consistencies between the GB energies determined from 
the lattice-matching model and atomistic simulations are rather low, 
especially for the low-angle or high-energy GBs, in which microscopic 
relaxations at the boundaries are generally observed [18]. An artificial 

neural network and Voronoi fundamental zone have been used to suc-
cessfully predict the GB energies in iron, but their predictive errors 
especially for the low-energy GBs located in the proximities of energy 
cusps are rather high due to the non-uniform sampling and the noise in 
the iron data sets [11,12]. Furthermore, the multiple linear regression 
(MLR) model based on the cohesive energies and the Voigt-Reuss-Hill 
shear moduli has been used to predict the energies of 130 symmetric 
tilt GBs [13]. While the GB energies determined from the MLR model are 
comparable with the ones simulated by using density functional theory 
(DFT), there are some cases that the predicted energies are distinctively 
higher or lower than the DFT-simulated energies [13]. Based on the 
recent analysis of the DFT-simulated energies in relation to the cohesive 
energies, it was found that the GB energies can be solely described by 
using four geometric parameters and the universal GB energy model 
developed from these data sets can accurately predict the GB energies 
[16], highlighting the similarity of the GB energy landscape in iso-
structural bcc metals. It should be noted that the GB energies in Fe and 
Mo are linearly correlated [19] and the parametric constants defining 
the GB energy functions for Fe and W are also relatively comparable [14, 
15], indicating that the closed-form universal function for the GB 
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energies in bcc metals might also require a small number of material 
dependent-parameters. 

The goal of the current work is to produce a simple function that 
returns the energy of any GB in a bcc metal if the five parameters 
describing the bicrystal geometry are specified. To accomplish this, a 
function is fit to the calculated grain boundary energies of four bcc 
metals (Fe, Ta, Mo, and W) by using only two functional forms; Read-
–Shockley–Wolf (RSW) and parabolic functions, following methods 
similar to those originally developed by Bulatov et al. [20]. The gener-
ality of the function is then validated by comparing the predicted and 
calculated grain boundary energies in Nb, V, Na, Rb, and Cs. We employ 
large data sets of simulated GB energies, including previously simulated 
boundary energies (Fe, Mo, and W) [19,21] and additional boundary 
energies of Ta reported in the present study, to construct the universal 
function for GB energies in the isostructural bcc metals. Specifically, 408 
GBs for each metal with 80 different misorientations and a range of GB 

orientations (tilt, twist, or mixed), were simulated by using 
embedded-atom method (EAM) potentials for Fe [22], Ta [23], Mo [24], 
W [25], implemented in the LAMMPS code [26] at 0 K. For each GB, 100 
to 10,000 initial configurations with microscopic displacements of 
atoms at the boundaries are generated using an approach described in 
our previous studies in order to improve the search for the global min-
imum energy [19,21]. The GB energy is then obtained from the lowest 
value among the minimized energies of the initial configurations. As 
shown in Fig. 1a, the EAM-simulated GB energies for Fe, Mo, Ta, and W, 
having the cohesive energies (Ecoh) of 4.12, 6.82, 8.09, and 8.76 eV/a-
tom, respectively, are linearly correlated. The implication of these re-
sults is that the variations of GB energies in isostructural bcc metals 
could be modeled by using an appropriate scaling factor. 

To normalize the grain boundary energies in Fig. 1a, the minimum 
and maximum grain boundary energies for each metal are selected as 
parameters. In each case, the minimum is the energy of the Σ3 {112} 
twin boundary (EΣ3

twin). Because the energy of Σ23 {310} twist (EΣ23
max), 

which is either the highest energy GB or within 98.5 % of the highest 
energy GB for Fe, Mo, Ta, and W (see Fig. 1b or supplementary data), is 
linearly correlated with the coherent twin boundary energy (EΣ3

twin), the 
grain boundary with the maximum energy (Emax) for the transition 
metals is then determined from a trend line: Êtran

max = 0.223+ 4.519 ×
EΣ3

twin. The value of EΣ23
max in Na, Rb, and Cs is also linearly correlated with 

the EΣ3
twin, but the trend line for these alkali metals is significantly 

different: Êalka
max = 0.009+ 5.831 × EΣ3

twin, primarily due to its electron 
configuration having only a single valence electron, reducing the 
strength of the metallic bonding, melting points, and elastic constants 
compared to the transition metals [22–25,27–29]. 

To normalize the energies so that the maximum energy is 1.0, we 
note that the ratio of EΣ3

twin to Emax is approximately 0.2 for all bcc metals. 
This leads to the simple linear expression in Eq. 1 to determine the 
normalized grain boundary energy (Enorm

GB ) from the computed energy 
(EGB). 

Enorm
GB = 0.2 + 0.8 ×

(
EGB − EΣ3

twin
Emax − EΣ3

twin

)
(1) 

The computed grain boundary energies for Fe, Mo, Ta, and W, 
normalized by Eq. 1, are compared in Fig. 1c. This comparison shows 
that nearly all of the grain boundaries have normalized energies that 
deviate from ideal linear scaling by less than 10 %. 

With the computed GB energies normalized in this way, we can fit a 
piecewise continuous Read–Shockley–Wolf (RSW) function so that we 
can estimate the energy of any boundary by interpolation [14,15,20,30]. 
To do this, we use a method that is similar to that originally developed 
by Bulatov et al. [20]. Particularly, the normalized energies are first 
categorized into three scaffolding subsets according to their rotation 
axes: <100>, <110>, and <111>. For example, the scaffolding subsets 
of the GB energies with the <100> rotation axis are shown in Fig. 2. The 
unknown energy of a given symmetric tilt (Fig. 2a) or twist GBs (Fig. 2b) 
located at a misorientation angle (θ) in close proximity to the simulated 
energies is interpolated from Eq. 2: 

frsw(x, a) = sin
(πx

2
)[

1− alogsin
(πx

2
)]

, where x = θ − θmin
θmax − θmin

. (2) 

A shape parameter (a) is fit to the data and equal to 0.5 for most 
boundaries, but for the cases of the <110> symmetric tilt, <110> and 
<111> twist boundaries, the best fit values of atilt

110= 0.70, atwist
110 = 0.46, 

and atwist
111 = 1.00 were used. For all tilt GBs with <100> rotation axis as 

shown in Fig. 2c, the energies of asymmetric boundaries are interpolated 
from the symmetric tilt boundary energies that were previously 
described by the RSW function. 

The comparison between the simulated and interpolated GB energies 
in Fig. 2d indicates that the universal function is satisfactory for pre-
dicting the grain boundary energies in the four bcc metals. The 

Fig. 1. (a) Relationships between the EAM-simulated GB energies in four bcc 
metals. Each point of data represents a GB with the same macroscopic structure 
and the coordinate is determined by the energy of the boundary in Fe and one 
of the other bcc metals: Fe (black), Ta (blue), Mo (green), and W (red). (b) 
Comparisons between the EΣ3

twin and Emax for the transition or alkali metals. (c) 
The GB energies normalized according to Eq. 1. Note that shaded regions in (c) 
represent the deviation from a unit slope (black dashed line) within 10% (dark 
grey) or 20% (light grey). (For interpretation of the references to color in this 
figure legend, the reader is referred to the web version of this article.) 
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correlation coefficient between the interpolated and simulated energies 
is 0.94 and the root mean square error is 0.051 J/m2. While there is some 
scatter, 90 % of the interpolated energies differ from the computed 
values by less than 10 % and only 1% differ from the computed value by 
more than 20 %. This is accomplished with only a single element specific 
parameter, EΣ3

twin, in the universal function. All simulated and interpo-
lated energies as well as the MATLAB scripts used to compute the en-
ergy function have been made available in supplementary data or at the 
GitHub repository (https://github.com/simdsci/uGBE_BCC). 

To determine if the function can determine the grain boundary en-
ergies of metals not involved in the normalization and fitting process, we 
have computed the energies of 408 grain boundaries in Nb [27] and Na 
[28] and 10 GBs in V [34], Rb [29], and Cs [29] using atomistic simu-
lations with EAM potentials. The 408 GBs in Nb and Na are the same 
ones examined for Fe, Mo, W, and Ta. The 10 GBs in Fe, Ta, Mo, W, V, 
Nb, Na, Rb, and Cs were six symmetric tilt (Σ3 {111}, Σ3 {112}, Σ5 
{012}, Σ5 {013}, Σ7 {123}, and Σ9 {122}), four twist GBs (Σ3 {110}, Σ5 
{100}, Σ7 {111}, and Σ9 {110}); this subset was selected to facilitate a 
comparison to published energies obtained from DFT calculations [13]. 
Additionally, the DFT-simulated energies of symmetric tilt GBs: Σ3 
{111}, Σ3 {112}, Σ9 {114}, Σ11 {113}, Σ11 {233}, Σ17 {223}, Σ17 
{334}, Σ19 {116}, and Σ19 {133} in Fe, Mo, W, Ta, Nb, and V [31,32], 
were included in the comparisons. Furthermore, the recent 
DFT-simulated energies of symmetric tilt GBs in W [33] with low Σ (Σ5 

{012}, Σ5 {013}, Σ9 {114}, and Σ11 {113}) and relatively high Σ (Σ13 
{023}, Σ17 {014}, Σ17 {334}, Σ27 {255}, Σ33 {118}, and Σ43 {335}), 
were also considered. 

Fig. 3 shows point-by-point comparisons between the EAM- 
simulated, DFT-simulated, and interpolated GB energies in the bcc 
metals. While Fig. 3a shows that there is some scatter with respect to a 
perfect fit for the 10 high symmetry GBs in Fe, Ta, Mo, W, Nb, V, Na, Rb, 
and Cs, the EAM and the DFT-simulated GB energies by Zheng et al. [13] 
are strongly correlated as reflected by the correlation coefficients 
(CDFT

EAM= 0.96) and root mean square error of (RMSE= 0.28 J/m2). 
Because of the computationally intensive calculations, the 
DFT-simulated GB energies are obtained from the fully-relaxed GB 
structure of Mo [13]. Consistency between the EAM and the 
DFT-simulated GB energies are observed for Mo but not in the cases of 
the Fe, in which GB structures and energies are substantially influenced 
by magnetism [19,35,36]. In other words, the large number of initial 
structures employed for the EAM-simulated GB could provide a better 
scheme to find the global lowest energy GB compared with the 
high-throughput DFT calculations [13], resulting in DFT-simulated GB 
energies that are generally higher than those determined from the EAM 
simulations. For the GBs with either low symmetry or high Σ, the 
DFT-simulated energies for each bcc metal [31–33] are almost perfectly 
correlated with the EAM-simulated GB energies (CDFT

EAM= 0.97 and 
RMSE= 0.092 J/m2). Although there are differences between some of 

Fig. 2. The energies of (a) symmetric tilt, (b) pure twist and (c) all tilt GBs for <100> rotation axis, plotted by using the normalized scheme and subsequently fitted 
with the interpolation functions. (d) Comparisons between the EAM-simulated GB energies and the energies of the same boundaries interpolated from the GB energy 
function. Note that each point of data in (d) represents the GB energy in Fe (black), Ta (blue), Mo (green), or W (red) and shaded regions represent the deviation from 
a unit slope (black dashed line) within 10% (dark grey) or 20% (light grey). (For interpretation of the references to color in this figure legend, the reader is referred to 
the web version of this article.) 
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the EAM and DFT calculated energies, the fact that the majority of the 
values differ by less than the estimated 10% error in the EAM calcula-
tions [37] and the overall strong correlation with the DFT energies in-
dicates that the calculated results here are consistent with the previous 
results [13]. It was found that for Fe and Cr, magnetic contributions led 
to differences between the DFT-simulated and EAM simulated GB en-
ergies [31]. Therefore, the function may be applied to the other bcc 
structured materials, but the accuracy of the interpolated GB energies 
might suffer from unconsidered magnetic contributions to the energy, 
compared with the ones of Fe, Ta, Mo, and W. 

Fig. 3b shows comparisons between the EAM-simulated and inter-
polated energies of 408 GBs in Nb. Interestingly, the interpolated and 
simulated energies are strongly correlated for the GBs having energies 
less than 0.5 Emax, as indicated by the correlation coefficient of 0.98. 
Although, the degree of correlation depends on the range of GB energy 

considered, deviations from a perfect fit with a unit slope are generally 
less 20%, excepted in the cases of the high-energy boundaries having 
symmetric GB with {100}, {112}, and {345} orientations. Similar 
agreements between the EAM-simulated and interpolated energies are 
also observed in Na (Fig. 3c), but the interpolated energies clearly 
deviate from the trend line particularly for the interpolated energies 
greater than 0.06 J/m2. Because the energies of asymmetric or mixed 
GBs are interpolated from the three scaffolding subsets with the <100>, 
<110>, and <111> rotation axes, strong consistencies between the 
EAM-simulated and interpolated energies are generally observed for the 
tilt GBs, Σ3, or Σ11 but not for the asymmetric or mixed (other) GBs, in 
which the accumulation of interpolation errors results in the discrep-
ancies or worst-behaving boundaries for the other GBs in Fig. 3b or 
Fig. 3c. The energy of the Σ23 {310} twist GB, Emax= 0.096 J/m2 is lower 
than the actual maximum GB energy located at Σ49 {11 5 1}{11 5 1} 
0.099 (supplementary data), leading to the slightly lower correlation 
coefficient of 0.94 for the GBs having energies less than 0.5 
Emax compared with those observed in Nb. The increased accuracy of the 
interpolation function at lower relative grain boundary energies has 
implications for grain boundary engineering. Lower energy grain 
boundaries (those with energies less than 0.5 Emax) are hypothesized to 
contribute to improvements in the properties of bcc metals [38] and 
have relatively higher populations than higher energy grain boundaries 
[14,15,21]. We use the relationship between energy and population to 
compare the interpolated energies to experiments. We compare 39,554 
interpolated energies that span the five macroscopic degrees of freedom 
(supplementary data) to measured grain boundary populations in 
three isostructural bcc metals (Fe [39], W [40], and ferritic steel [41]). 

Fig. 4 compares the normalized energies and the measured pop-
ulations for the symmetric tilt and pure twist GBs with <100>, <110>, 
and <111> axes. Although the measured GB populations are noticeably 
different, the variation of GB populations are all inversely correlated 
with their energies especially at the low angle grain boundaries (LAGBs 
or Σ1) and other local minima in the energy. In particular, the pop-
ulations of LAGBs are generally higher than the rest of the GBs except for 
the case of symmetric tilt GBs with the <110> axis or twist GBs with the 
<110> axis, in which the maximum population is centered around the 
Σ3 {211} symmetric tilt (coherent twin) GB in the ferritic steel, as shown 
in Fig. 4b and Fig. 4e, respectively. These inverse relationships offer 
indirect validations of the GB energies, similar to what have been 
observed for fcc metals [42]. Interestingly, Homer et al. [43], found that 
machine learning trained on small data sets of LAGBs performed well on 
the prediction of all high angle grain boundaries (HAGBs). Therefore, 
the insight on the geometry and topography of the GB energies as well as 
the inverse relationships in the bcc metals reduce the number of GB 
energies that are needed to construct the GB energy function [14]. 
Because the energy cusp at the Σ3 coherent twin is much lower than 
those at the other symmetric tilt (Σ5{310}, Σ5{210}, Σ11{332}) or twist 
GBs (Σ5{100}, and Σ11{110}), the populations for these GBs (whose 
energies are > 0.5 Emax) are infrequently observed (see Fig. 4a, Fig. 4b, 
Fig. 4d, and Fig. 4e, respectively). 

Fig. 5 shows comparisons between the normalized GB energies and 
populations for four misorientations that have local minima in the GB 
energy less than 0.5 Emax (Σ3, Σ9, Σ11, and Σ33a). The populations of 
boundaries with misorientations with higher grain boundary energies 
(for example, Σ5 and Σ7) are not correlated to the population. For the Σ3 
misorientation as shown in Fig. 5a, the most commonly observed GBs 
correspond to low-energy GBs, regardless of the differences in the ma-
terial syntheses, mechanical treatments, and annealing parameters in Fe 
[39], W [40], and ferritic steel [41]. The expected inverse relationship 
between population and energy is clearly observed for the Σ9, Σ11, and 
Σ33a misorientations; all of these misorientations have certain grain 
boundary plane orientations with energies that are less than 0.5Emax. 

Fig. 3. (a) Comparisons between the EAM and DFT-simulated GB energies by 
Zheng et al. [13] (circles), Li et al. [31] (squares), Scheiber et al. [32] (tri-
angles), and Zheng et al. [33] (squares). Each point of data represents a GB 
energy in Fe (black), Ta (blue), Mo (green), W (red), V(purple), Nb (pink), Na 
(light blue), Rb (yellow), and Cs (dark green). Comparisons between the 
EAM-simulated GB energies and the energies of the same boundaries interpo-
lated from the GB energy function for (b) Nb and (c) Na. The data are classified 
into six groups: Σ3 (red squares), Σ11 (blue diamonds), {100}{100} (purple), 
{112}{112} (orange), {345}{345} (green), and the other GBs (black circles). 
Note that shaded regions represent the deviation from a perfect fit having a unit 
slope (black line) within 10% (dark grey) or 20% (light grey). (For interpre-
tation of the references to color in this figure legend, the reader is referred to 
the web version of this article.) 
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The results in Fig. 5 show that when a misorientation has grain boundary 
plane orientations with energies that are less than 0.5 Emax, there is a 
significant effect on the grain boundary population, magnifying the 
relative population of the lowest energy grain boundaries with respect to 
the higher energy boundaries. These boundaries, which include Σ1 
(LAGBs), Σ3, Σ9, Σ11, and Σ33a misorientations play a significant role 
for the microstructure-processing-property relationships, and thus these 
low-energy GBs, which can be considered special with respect to their 
energy distributions, should be included for the quantitative de-
scriptions of the GBE of bcc metals. 

It was recently demonstrated that the energies of symmetric GB (Σ3 
{111}, Σ3 {112}, Σ5 {013}, and Σ9 {114}) at high-temperatures in W 
[44] can be well predicted up to 0.55 of its melting temperature (Tm) by 
using only a temperature-dependent elastic modulus (c44), which is in-
dependent of the GB [45]. Additionally, the fact that the variation of GB 
populations in Fe annealed at 550 ◦C (0.46Tm) for 16 hours [39] are 
inversely correlated with their energies (see Fig. 4 and Fig. 5), it is 
reasonable to speculate that the relative GB energies at the high tem-
perature are similar to those produced by the universal function or the 
atomistic simulations at 0 K. Furthermore, given that the composition of 
the ferritic steel 0.04 C–1.52 Mn–0.2 Si–0.22 Mo–0.08 Ti–0.033 Al (wt. 
%) [41], was rather complex, if the segregation of trace impurities 
caused significant changes to the GB energies, this would be evident in 
changes to the GBCD. Nevertheless, the relationships between the GB 
energies and populations in the Fe and ferritic steel are relatively com-
parable as shown in Fig. 4 and Fig. 5, indicating that solute segregation 
in the ferritic steel does not lead to sweeping changes in the shape of the 

grain boundary energy function, consistent to what have been observed 
for the austenitic steel [46,47]. However, when solute segregation or 
complexion transitions lead to changes in the grain boundary energy 
landscape, as has been documented in the past, [48–51], the GB energy 
function’s predictions will have limited accuracy. 

The successful development of a single function to describe the en-
ergies of GBs for isostructural metals suggests that the geometry of the 
atomic basis of a crystal structure is more important for determining the 
distribution of GB energies than the chemical identity of the metallic 
atoms. If this is true for other crystal structures, and there is evidence 
that it is true for fcc metals [52], it would greatly simplify the task of 
cataloging the grain boundary energies for materials. If similar scaling 
laws existed for other GB properties of isostructural materials (for 
example, mobility), they would be equally valuable. 

In summary, the GB energy function for bcc metals was developed 
based on the simulated GB energies of Fe, Ta, Mo, and W and then 
validated by comparisons to calculated grain boundary energies of Ta, 
Nb, V, Na, Rb, and Cs. The simulated GB energies are scaled by the 
energy of Σ3 coherent twin (EΣ3

twin) in each metal, revealing an iso-
structural grain boundary energy distribution in the bcc metals. 
Consequently, to fully describe variations of GB energies across the 
entire GB space, only a single element-specific parameter (EΣ3

twin) is 
required to accurately describe the energies of arbitrary GBs in a given 
bcc metal. Isostructural relationships between the GB energies and 
populations in bcc metals (W, Fe, and ferritic steel) are observed for 
misorientations that have low energy boundaries, including Σ1, Σ3, Σ9, 
and Σ11, representing a potential new type of special GB that might be 

Fig. 4. Comparisons between the normalized GBs energies (black circles) determined from the GB energy function and the measured GB populations, plotted in units 
of multiples of a random distribution (MRD), in Fe [39] (blue circles), W [40] (red triangles), and ferritic steel [41] (green squares) for the symmetric tilt and pure 
twist GBs with <100>, <110>, and <111> axes. (For interpretation ofthe references to color in this figure legend, the reader is referred to the web version of 
this article.) 
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used for GBE of bcc metals. 

Supplementary data 

All data, including MATLAB scripts as well as the EAM-simulated and 
interpolated energies have been made available online at supplementary 
materials or at the GitHub repository (https://github.com/simdsci 
/uGBE_BCC). 
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