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Abstract

The grain boundary character distribution (GBCD) is a direct measurement that can be determined from a single planar section. Since
the GBCD is inversely related to the grain boundary energy distribution, it offers a useful metric for validating grain boundary energy
calculations. Comparisons between the measured GBCD and calculated energies for 388 grain boundaries in Al show that, for bound-
aries with a statistically reliable number of observations, including general, 3, X7, X11 and (1 1 1) twist boundaries, the GBCD and
calculated grain boundary energy have weighted correlation coefficients of approximately 0.9, reproducing both qualitative and quan-
titative trends seen in simulations. GBCDs for Ni and Al are positively correlated, as predicted by simulation. By combining GBCD
measurements with simulation results, we validate grain boundary energy simulations in both low and high stacking fault energy metals.
© 2011 Acta Materialia Inc. Published by Elsevier Ltd. All rights reserved.
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1. Introduction

Validation poses a significant challenge for computer
simulations of grain boundary properties, such as those
reviewed in Refs. [1-6]. Because properties such as grain
boundary energy are difficult to measure, experimental
data is sparse, and is often available only for a few partic-
ular grain boundaries in a given material [7-21]. New, high-
throughput techniques based on microstructural analysis
have changed this situation [22-32]. For example, a recent
comparison between 388 measured and calculated grain
boundary energies in Ni showed excellent agreement for
high population boundary types [33].

Because Ni has a moderate stacking fault energy, twins
dominate the experimental Ni microstructures; all the high
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population boundaries were of the X3 or X9 types. Other
boundaries were present in much lower numbers, and poor
statistics prevented a comparison between experiment and
simulation for these boundaries.

In analyzing the energy comparison in Ni, we suggested
that a high stacking fault energy material would not be dom-
inated by twinning, and would instead have a more uniform
distribution of grain boundary types [33]. Analyzing such a
microstructure could permit grain boundary energy compar-
isons for additional boundaries beyond the X3 and X9 types.
In this paper, we compare experimental results with com-
puted grain boundary energies for a variety of boundary
types in Al, a high stacking fault energy material. We find
excellent agreement between measurements of grain bound-
ary populations and computed grain boundary energies for
high population boundaries, including boundary types that
had not been validated previously, such as X7 and (1 11)
twist boundaries.
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2. Method
2.1. Computational calculations of grain boundary energy

The computational method for constructing a large cat-
alog of grain boundaries and calculating their energies has
been described in detail previously [6]. In this paper, we uti-
lize energy data from a catalog of 388 Al grain boundaries,
which includes all the boundaries that can be constructed
within a periodic cell of maximum size 15a¢/2, where a
is the lattice parameter. For each boundary, several hun-
dred to several thousand candidate structures are con-
structed via systematic perturbations of the microscopic
degrees of freedom. The 7= 0 K energy (i.e. the enthalpy)
of each structure is minimized using molecular statics, and
the lowest energy structure is presumed to be the equilib-
rium structure.

The material model for Al in these calculations is an
embedded atom method potential [34], parameterized by
Ercolessi and Adams to represent Al [35]. This potential
reproduces planar defects, such as the stacking fault energy
and low index surface energies, with reasonable fidelity,
although the values are uniformly somewhat low. Other
sources of error in these calculations are discussed in detail
in Ref. [33]. The complete data set of Al grain boundary
geometries and energies is publicly available as online sup-
plemental material to Ref. [6].

2.2. Experimental grain boundary energy measurements

The method for measuring relative grain boundary ener-
gies in polycrystals has been described in detail previously
[26-28,30-32]. The first step involves measuring the grain
boundary character distribution (GBCD), which is the
population distribution of boundary types. For each grain
boundary, electron backscatter diffraction microscopy is
used to determine four of the five macroscopic degrees of
freedom of the boundary crystallography as well as the
boundary area [28,32]; the fifth degree of freedom is
derived from stereological analysis of boundary traces as
described in Ref. [30]. Since grain boundaries that are close
in crystallography are generally similar in energy, bound-
aries are binned in the five-dimensional crystallographic
space, with a bin width given by a generalized Brandon cri-
terion [36]; this procedure accounts for crystallographic
symmetries and multiplicities [28].

The binned data corresponds to the area-weighted
GBCD. Triple junction angle information, measured from
reconstructed serial sections, can be combined with the
GBCD and optimized to produce the grain boundary
energy distribution (GBED) [22,31]; however, in this paper
we shall consider only the GBCD, as discussed below.

For this study, we used the GBCD data measured for an
Al polycrystal of commercially pure alloy 1050. The sample
processing and orientation mapping was carried out as
described in Ref. [29]. The analysis resulted in 77,000 dis-
tinct grain boundary line segments. Boundaries were bin-

ned into equal volume bins spanning approximately 10°
in each of the five macroscopic degrees of freedom, yielding
6521 distinct grain boundary types. Only the 388 grain
boundary types included in the computer simulations are
considered here. The population of each boundary type is
expressed in units of multiples of a random distribution
(MRD), where a boundary type with population x MRD
would be present at x times the expected population in a
random distribution of grain boundaries. In this data set,
a population of 1 MRD corresponds to approximately 12
grain boundaries (assuming equal grain boundary lengths).

To compare the simulated boundaries to the experimen-
tal data, we extract the rotation angle and axis and bound-
ary plane for each and apply all possible face-centered
cubic (fcc) symmetry operators. For each equivalent
boundary, we identify the appropriate grain boundary type
(i.e. bin) in the experimental system and read the popula-
tion from the GBCD. The average population for all the
equivalent boundaries is taken as the relevant experimental
population, to be compared to the calculated energy value.

2.3. The relationship between the GBCD and the GBED

Derived from crystallographic and geometric measure-
ments, the GBCD gives an area-weighted population for
each grain boundary type. If the Herring relation is obeyed
(i.e. triple junctions are in local equilibrium), the GBCD
data can be combined with triple junction angle measure-
ments to give a system of equations that can be solved
for the relative GBED. However, both the measurement
of triple junction angles via serial section reconstruction
and the solution of the system of equations via numeric
optimization introduce sources of error [33]. Thus, the
GBCD is the more direct and accurate representation of
the microstructure.

Because grain boundary evolution is driven by grain
boundary energy, it is not surprising that the GBCD is
related to the GBED. Both theory and experiments show
that the GBCD is inversely related to the GBED, such that
In(P) o y, where P is the boundary population in units of
MRD and y is the grain boundary free energy [25,28,33,
37-39]. In our previous comparison between measured
and calculated grain boundary energies in Ni, we found
that the GBCD, expressed as In(P), was more strongly cor-
related with the calculated grain boundary energy than the
GBED was; furthermore, the GBCD had fewer spurious
data points [33]. Therefore, in this paper, we use the exper-
imental GBCD to compare with the computed energies for
Al grain boundaries.

3. Results and discussion
3.1. All boundaries
Fig. 1 shows the relationship between the experimental

GBCD and the computed grain boundary energy,
expressed as In(P) vs. y, for the 388 simulated Al grain
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Fig. 1. The relationship between experimental GBCD and calculated
grain boundary energy for 388 grain boundaries in Al. The data are
represented well by a linear curve fit, weighted by population (solid line).
Two outliers (circled) are described in the text.

boundaries. There is a clear inverse correlation, with the
scatter increasing as P decreases. However, a standard
least-squares fit of the data gives a poor fit with a modest
unweighted correlation coefficient, Ry = 0.57. In our previ-
ous study on Ni, we found that the agreement between
experiment and computation improved as the experimental
observation frequency increased. Therefore, we weighted
the experimental measurements by P using the locally
weighted least-squares error method when calculating
curve fits [33]. If we perform a population-weighted fit in
Fig. 1, we find excellent correlation between the measured
GBCD and the computed grain boundary energy (weighted
correlation coefficient Ry = 0.91), and the resulting line
appears to be a reasonable representation of the data.

Interestingly, there are two significant outliers in the
experimental GBCD data, circled in Fig. 1. The 50.6°
[111](111)symmetric twist boundary appears at a higher
P than suggested by its energy. This is an artifact of the dis-
cretization used to calculate the GBCD. Because the sepa-
ration between this boundary and the X3 boundary is less
than the average bin width, some of the more common
>3 boundaries contribute to this bin and lead to an overes-
timation. As a test, if we move this bin more than a bin
width away from the 3 to 49°[1 1 1](1 1 1), the population
decreases to P = 8.3 MRD, which is consistent with the
trend line in Fig. 1. The distance between the
49°[111)111) boundary and the 50.6°[111]
(111)boundary is small compared to the bin width, so
we would expect a high population of 50.6° boundaries
to increase the observed population of 49° boundaries.
That this does not occur confirms that the 50.6° boundary
itself is not a high population type; its high P is an artifact
of its proximity to the X3 boundary.

The X11 50.5°[110]311) symmetric tilt boundary
appears at lower P than suggested by its energy. This
boundary has been calculated and observed to have espe-
cially low energy [6,13], and in the molecular dynamics
(MD) survey of grain boundary energies it was found to
have an anomalously low energy in Al compared to other
fcc metals [6,40]. While it is possible that the calculated
energy is spurious, the most likely simulation error is to
examine an incorrect (i.e. non-minimal energy) boundary
structure, which yields a boundary energy that is too high,
rather than too low. The experimental analysis will tend to
underestimate the population of boundaries that represent
sharp cusps in energy. However, in that case, increasing the
resolution of the discretization should increase the
observed population; that does not occur for this bound-
ary. As discussed below, it is possible that the 11 bound-
aries may follow a different scaling between In(P) and 7, but
why Z11 boundaries should scale differently is not clear. At
this point, the anomalously low population of XI11
50.5°[110](311) boundaries has not been convincingly
explained.

The boundary population range in Al is much narrower
than in Ni, and the Al GBCD is much flatter than the Ni
GBCD, even when adjusted for the differences in binning
(discussed below). While the Ni data forms distinct popula-
tion clusters, the Al data does not indicate separate popu-
lation groups. However, we can divide the Al data into
relatively high P boundaries (P > 1 MRD, 12 or more
measurements per bin), shown in Fig. 2a, and low P
boundaries (P <1 MRD, fewer than 12 measurements
per bin), shown in Fig. 2b. The high P boundaries show
excellent unweighted and weighted correlations between
In(P) and y (Ry = 0.79; Rw = 0.90). For these boundaries,
the measured GBCD gives a good estimate of the relative
grain boundary energy and convincingly validates the sim-
ulation results. The low P boundaries show almost no cor-
relation (Ry =0.12; Rw = 0.13) with substantial scatter.
For these infrequently observed boundary types, simula-
tions give a better estimate of grain boundary energy than
can be deduced from the GBCD.

It is worth noting that in Al the number of boundaries
required for statistical confidence (12 or more measure-
ments per bin) is similar to that previously found in Ni
(13 or more measurements per bin) [33]. However, because
twinning does not interfere with the development of the
general boundary network in Al, more Al boundary types
achieve statistical significance, allowing more opportunities
for comparisons with simulated boundaries.

3.2. X3 boundaries

Despite aluminum’s high stacking fault energy, the most
prevalent boundaries are of the X3 type. The coherent twin
is the highest population boundary type (P =42 MRD),
and seven of the most populous ten boundary types are
23 boundaries. However, some X3 boundary types are
present in very low numbers. The wide range of £3 bound-
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Fig. 2. The relationship between experimental GBCD and calculated grain boundary energy in Al for (a) high population boundary types with P > 1
MRD and (b) low population boundary types with P <1 MRD. Population-weighted linear fits are shown as solid lines. The correlation is excellent for

high P boundaries and minimal for low P boundaries.

ary populations indicates a wide range in X3 boundary
energies for fcc metals, as confirmed by simulations
[6,41]. For £3 boundaries, the measured GBCD scales well
with the calculated energy for high population boundaries
(P > 1), with substantial scatter for low population bound-
aries, as shown in Fig. 3a; the weighted correlation is excel-
lent (Ryw = 0.92).

Although X3 boundaries are widely observed in Al, they
are much more prevalent in Ni, which has a lower stacking
fault energy and is highly twinned. In Ni, the 41 X3 bound-
aries we examined were the highest population boundaries;
none were of moderate or low population; and together
they comprised 40% of all boundaries observed. Further-
more, X9 boundaries, which form at the intersection of
two X3 boundaries, are also abundant in Ni but are scar-
cely seen in Al. Finally, in Ni, £3 and £9 boundaries form
distinct population clusters that scale differently with
energy than general boundaries [33], indicating that the
23 and X9 boundaries form a discrete twin boundary sub-
network within the microstructure; in Al, X3 and X9
boundary populations are integrated into the general
GBCD, suggesting they do no form a twin boundary sub-
network. Together, these observations suggest that twin-
ning is not a dominant microstructural evolution
mechanism in Al, in agreement with predictions based on
stacking fault energy.

3.3. Other CSL boundaries

27 boundaries are known to be important in Al (cf.
[42,43]). While X7 boundaries are minimally observed in
Ni, they are quite prevalent in Al. As shown in Fig. 3b,
the £7 GBCD correlates well with calculated grain bound-

ary energies over the range of observed populations
(Ru=0.91; Rw =0.92).

211 boundaries are also more plentiful in Al than in Ni.
They show good weighted correlation between measured
GBCD and calculated energy (Rw = 0.93), as shown in
Fig. 3c. It is interesting to note that the slopes of the lines
generated by a weighted linear fit of In(P) vs. y are within
the range —12 < m < —9 for all the boundary types exam-
ined, with the exception of the X11 boundaries, where
m = —7. This suggests that X11 boundaries may form a
separate cluster in GBCD space, as previously observed
for £3 and X9 boundaries in Ni [33]. This might also
explain why the population of the low-energy X11
50.5°[1 1 0](3 1 1) boundary does not follow the same scal-
ing with energy as the other boundaries in the system.
However, why the £11 boundaries should scale differently
from other boundary types is not clear.

25, 29 and X15 boundaries are scarce in Al. Their low
populations cause large scatter in the GBCD and poor cor-
relation with calculated energies; for these boundaries, we
would expect simulation to give a better estimate of energy
than the measured GBCD provides.

3.4. (1 11) twist boundaries

Measurements of the Al GBCD indicate a preference for
grain boundaries that contain at least one (11 1) plane
[29]. Although the computational survey did not include
any boundaries with a single (1 1 1) plane, it does examine
a series of (1 1 1) symmetric twist boundaries, which are all
of low energy. These boundaries are of uniformly high pop-
ulation in Al, and they show excellent correlation between
the measured GBCD and the calculated energy (Ry = 0.90;
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Fig. 3. The relationship between experimental GBCD and calculated grain boundary energy for special boundary types in Al. Population-weighted linear
fits are shown as solid lines. (a) £3 boundaries show a strong correlation between GBCD and energy for high population boundaries (P > 1). (b) £7
boundaries show a strong correlation over the population range. (c) £11 boundaries show a strong correlation for high and mid-population boundaries
(P> —1).(d) (111) twist boundaries are all of high population, and show a strong correlation between measured GBCD and calculated energy.

Rw = 0.86), as shown in Fig. 3c. Again, the 50.6°[1 1 1]
(11 1) symmetric twist boundary is an outlier, due to over-
lap with the X3 population.

While (1 11) boundary planes are favored in Ni [44],
twinning so dominates the Ni microstructures that all other
boundary types, including (1 1 1) boundaries, are margin-
alized. However, MD simulations indicate that (1 1 1) twist
boundaries are relatively lower in energy in Al than in Ni
[40]. This would suggest (1 11) twist boundaries should
be more plentiful in Al than in Ni, in agreement with exper-
imental observations.

3.5. Comparing GBCDs in Ni and Al

Computer simulations of identical grain boundaries in
different fcc metals indicate that, for a given grain bound-
ary crystallography, the energy scales with the shear mod-
ulus [40]. Using GBCD data for Ni and Al, we can examine
whether the energy scaling observed in simulations is
reflected in boundary population measurements. Because
of differences in the amounts of data, the GBCDs of Ni
and Al were computed at different resolutions. In any dis-
crete system, the maximum population in MRD is equal to
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Fig. 4. The relationship between experimental GBCDs in Ni and Al for
high population boundary types (P, > 1 MRD in Ni and P> 1 MRD in
Al). The population criteria limit the boundaries to £3 types. The Ni and
Al GBCDs are positively correlated, with the solid line indicating an
unweighted linear fit, as suggested by simulations.

the number of bins, so the maximal population values differ
in Ni and Al Therefore, in all direct comparisons of the
two distributions, the Ni populations will be normalized
by a factor of 2.73 (i.e. P,(Ni) = P(Ni)/2.73), which is the
ratio of the number of bins in the Ni GBCD to the number
in the Al GBCD. This scaling underestimates the popula-
tions of the low P boundaries; however, in comparing Ni
and Al we will consider only high P boundaries.

Fig. 4 shows population data for the surveyed bound-
aries that are statistically meaningful in both Ni and Al
(ie. P,> 1 MRD in Ni and P> 1 MRD in Al). The popu-
lation criteria limit the boundaries to X3 types. However,
for this limited boundary set, the Ni and Al GBCDs are
positively correlated, and the scaling is plausibly repre-
sented by an unweighted linear fit (Ry = 0.90), as predicted
by simulations. The slope of the best-fit line (m = 0.9) is not
related to the ratio of shear moduli (the Voight average
shear modulus ratio u(Ni):u(Al) = 3.5). Since the scaling
factor between In(P) and absolute boundary energy is not
known, it is not surprising that the shear modulus ratio is
not directly recovered. Nonetheless, the good agreement
between relative populations in Ni and Al corroborates
the scaling observed in simulations.

4. Conclusions

While direct comparisons between measured and calcu-
lated grain boundary energies have been performed [33],
extracting energy data from stercological observations
requires careful serial sectioning and extensive numerical
post-processing. Alternately, the grain boundary character
distribution (GBCD) is a direct measurement that can be

determined from a single planar section. Since both theory
and experiments suggest that the GBCD is inversely related
to the grain boundary energy distribution (GBED), we
tested whether the experimental GBCD could be used to
validate the computed GBED by comparing measured
GBCD data to calculated energies for 388 grain boundaries
in Al. Analysis of the results suggest several conclusions:

1. For boundaries with a statistically reliable number of
observations, the GBCD correlates very well with calcu-
lated grain boundary energy. Specifically, In(P) oy,
where P is the boundary population and 7 is the grain
boundary free energy.

2. For infrequently observed boundaries, the computed
grain boundary energy may be more accurate than esti-
mates based on the measured GBCD.

3. Excellent agreement between the GBCD and energy for
high population X3 boundaries corroborates previous
observations in Ni [33].

4. The GBCD correlates well with energy for other bound-
ary types that have not been validated previously,
including X7, Z11 and (1 11) twist boundaries. Both
qualitative and quantitative trends seen in simulations
are reproduced in experiments.

5. Because Al lacks the extensive twinning that skews the
GBCD and disrupts the general grain boundary net-
work in Ni, the Al GBCD provides a good estimate of
energy for more boundary types than is possible in Ni.

6. For high population boundary types, the Ni and Al
GBCDs are positively correlated, in agreement with sim-
ulation predictions.

Overall, we found the GBCD to be a useful metric for
validating grain boundary energy calculations. By combin-
ing GBCD measurements with simulation results, we
obtain the first large-scale, validated grain boundary data
set for both low and high stacking fault energy metals.
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