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Abstract

The experiments described in this paper have been designed to understand how particular dopants in alumina (Ca, Mg, Si, and Y)
affect microstructural development through the energetics of their associated precipitates. Specifically, the role of the interphase bound-
ary energy and precipitation activation energy are considered to be in competition with grain boundary complexion (disorder) transitions
for partitioning excess solute. The results reveal a relationship between the relative precipitation activation energy and the temperature at
which grain boundary complexion transitions occur. The large differences in activation energy primarily derive from the interphase
boundary energy. Precipitates that form lower interphase boundary energies tend to suppress complexion transitions, while systems that
contain precipitates with high interphase boundary energies are more susceptible. Based on the findings, a new criterion for additive
selection to control complexion transitions and abnormal grain growth is proposed that is based on interfacial energies between the host
and precipitate.
� 2010 Acta Materialia Inc. Published by Elsevier Ltd. All rights reserved.
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1. Introduction

The microstructural evolution of polycrystalline materi-
als is known to be influenced by chemical additives.
Dopants and additives in relatively low concentrations
may impact on a material’s microstructural evolution and
resultant properties. While scientific guiding principles to
make informed decisions about additive chemical selection
would be useful, they are typically selected by trial and
error or empiricism. A classic example of this is the use
of magnesia to prevent abnormal grain growth in alumina
[1]. A few hundred parts per million of magnesia can
reduce the grain boundary mobility of alumina by several
orders of magnitude [2–4]. Typical theories for the role of
magnesia as a sintering aid in alumina have related to sol-
ute drag, particle drag, defect chemistry, and interfacial
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energy effects [2,5–15]. While each of these effects appears
to be important, other dopants selected based on these cri-
teria alone have not produced expected trends [2]. There-
fore, many of the existing models for abnormal grain
growth are still questionable. Similarly, a recent, thorough,
study of abnormal grain growth in copper-doped alumi-
num revealed that none of the classic models could suffi-
ciently explain the results in this metallic system [16].
Developing better additive selection criteria will enable
informed microstructural and materials design, which ulti-
mately impacts performance and properties.

A new concept for understanding grain boundary chem-
istry, structure, and segregation has been proposed recently
[17–19]. It suggests that an analogy exists between grain
boundaries and phases in that they are transformable as
a function of relevant thermodynamic properties. The dif-
ference is that grain boundary “phases” or complexions
are thermodynamically stable only in the presence of the
abutting crystals. Complexions have typically been
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observed as disordered or structurally transformed grain
boundaries that often have characteristic features, such as
“equilibrium” thickness. The concept has been discussed
in several recent review articles [20–24]. Alumina grain
boundaries may display several different complexions
depending on chemistry and temperature. Different com-
plexions may have vastly different kinetics. Abnormal grain
growth will result from the coexistence of two different
complexions. An additive that stabilizes a single complex-
ion will promote normal grain growth, and an additive that
stabilizes multiple complexions with different mobilities at
a single temperature will cause abnormal grain growth.
Results of experiment and theory suggest that multiple
complexions may coexist at a single temperature because
their stability is a function of grain boundary character,
because the occurrence of transitions may be subject to
Boltzmann statistics, and because they may exist metasta-
bly [17].

Magnesia has been shown to favor the stabilization of
ordered complexions in alumina that have lower mobilities
[17]. Other dopants, such as silica and calcia, have been
shown to promote the formation of a range of more disor-
dered complexions that result in enhanced kinetics and
abnormal grain growth [17,25,26]. Abnormal grain growth
resulting from the formation of disordered complexions
has been shown to occur in yttria-doped alumina, but it
is still unclear how much of the effect relates to the yttria
or the presence of other trace impurities [27–29]. Under-
standing why these dopants behave so differently has been
an ongoing challenge. For example, magnesia and calcia
are both divalent cations, both segregate strongly to the
grain boundary, and both form precipitates that may cause
drag. However, calcia doping promotes abnormal grain
growth, while magnesia suppresses it.

Anisotropy has been known to play a role in microstruc-
tural evolution, as shown in Fig. 1a and b. For example,
calcia doping is well known to produce large plate-like
abnormal grains in alumina [30–34]. This morphology
Fig. 1. Optical micrographs of (a) calcia-doped alumina annealed at
results from the coexistence of two different complexions
on different planes of the abnormal grain [17]. Specifically,
under certain conditions, complexion transitions are less
likely to occur on the basal planes than other competing
planes [25]. Understanding these complex differences will
provide insight into future materials design and property
improvement. For example, these types of plate-like grains
have been used to produce toughened microstructures [35].

Recent work has shown that the first complexion transi-
tion to occur in alumina as the material is heated produces
a decrease in the average energy of the abnormal grain
boundaries relative to the normal grain boundaries in the
same sample (�20–40% reduction) [36]. In this case, the
results indicate that a significant portion of the normal
grain boundary population is metastable relative to the
abnormal population [36]. These results suggest that the
activation energy associated with disordering the grain
boundary during this first transition is often large and is
likely to affect the probability for the occurrence of a com-
plexion transition. If the transitions are activation limited
they should follow Boltzmann statistics, where the fraction
that has undergone a transition relates to the ratio of the
activation energy (DE) to kT. The population of bound-
aries that has undergone a complexion transition is often
low in the temperature range of interest to the phenomenon
of abnormal grain growth, suggesting that DE/kT is often
less than unity in this range for alumina. Grain boundaries
are apparently supersaturated by solute at the onset of
both precipitation and abnormal grain growth [29,37].
Supersaturation is also indicative of an activation barrier
to a chemically induced phase change. This is important
because other processes may compete with the complexion
transition, and the most energetically favorable process will
dominate. Thermodynamic theory predicts that complex-
ion transitions may occur in single-phase regions [17–19].
This simply means that the change in free energy (DG)
associated with a complexion transition may be negative
in single-phase regions. However, the authors are unaware
1750 �C and (b) magnesia-doped alumina annealed at 1700 �C.
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of any observations of complexions, such as the widely
observed intergranualr film, in systems processed in a sin-
gle-phase region. This fact may suggest that although
DG < 0 for complexion transitions may occur in a single-
phase region, it may not be possible to overcome the acti-
vation barrier associated with that transition without
supersaturation. The prior work by the authors always
observed a small amount of precipitates by transmission
electron microscopy or transmission optical microscopy
and dopant concentrations were chosen to be slightly
above reported solubility limits [17]. Therefore, it is worth
noting that complexion transitions and precipitation reac-
tions may occur in the same system and that they might
compete energetically at different boundaries to affect their
relative distribution.

When solute is present at levels above the lattice solubil-
ity of a single crystal, the grain boundaries will be enriched.
As grain growth proceeds and grain boundary area
decreases, the concentration of excess solute in the grain
boundary increases to the grain boundary saturation limit.
As growth continues and the concentration increases above
the grain boundary solubility limit, the excess solute must
be accommodated elsewhere. There are several possibilities
for partitioning this solute. The solute could supersaturate
the lattice, but this is energetically unfavorable especially in
materials that have low lattice solubility, such as alumina.
This process is also kinetically limited by relatively slow lat-
tice diffusion. Excess solute could precipitate as second-
phase particles. The activation energy of this process fol-
lows generally from heterogeneous nucleation theory. If
strain effects are ignored this activation energy is generally

DE ¼ s
c3

int

DG2
f

ð1Þ

where cint is the interfacial energy, DGf is the free energy of
formation, and S is a proportionality constant that for iso-
tropic systems is a geometric factor dependent on dihedral
angle, but for anisotropic systems is more complex to de-
rive. Another important option is for a complexion transi-
tion to occur. The more disordered complexions often
display wider grain boundary regions and can accommo-
date more solute. As discussed above, it is known that
the activation energy for the first transition is “relatively
large”, in that it is larger than the thermal energy available
at temperatures near the onset of the first complexion tran-
sition. This transition can also lead to a reduction in grain
boundary energy on the order of �20–40%, but not every
interface behaves the same. Between these processes, the
most energetically favorable will dominate [36]. The pro-
cess which occurs preferentially will produce a reduction
in energy and will have a low activation energy. If the con-
centration of solute exceeds the solubility limit, then equi-
librium predicts that precipitation should lead to a
reduction in energy, but there is an associated activation
barrier. Therefore, both precipitation and complexion tran-
sitions may reduce the total energy of the system, and both
have activation barriers. Supersaturating the lattice will not
reduce the energy of the system at any point, but may occur
if the relative activation barriers to other transitions are
sufficiently large. It is expected that in systems with low sol-
ubility and high-energy defects, like many ceramics, super-
saturation is not a viable option to partition excess solute
in a manner that minimizes free energy. For the current
study of alumina, it is assumed that only complexion tran-
sitions and precipitation compete for partitioning excess
solute.

Between complexion transitions and precipitation reac-
tions, the process with the lower activation barrier will
dominate. This is based on the fact that both processes
reduce the energy of the boundary, and a previous observa-
tion that the limiting effect for the first complexion transi-
tion is the associated activation barrier [36]. Each process
will occur with some finite probability, described by Boltz-
mann statistics. Based on this hypothesis, it is predicted
from Eq. (1) that precipitates with low-energy interphase
boundaries will have low activation barriers and will occur
more frequently. The converse will also be true. Free
energy of formation data is available from the literature
[38–42]. Therefore, quantifying the relative energies of the
interfaces between the lattice and the precipitate may pro-
vide insight into the relative activation energies of different
precipitation reactions. If a relationship exists between the
magnitude of the activation barrier and the propensity for
complexion transitions, then new insight will be gained into
the potential role of non-equilibrium thermodynamics in
the stability of complexions and precipitates. In a sense,
complexions may compete as an alternative “phase” in a
phase selection process that occurs during microstructural
evolution. The insight gained may lead to new additive
selection criteria for controlling complexion behavior.

The surface dihedral angles of equilibrium thermal
grooves have been used to measure the relative grain
boundary to surface energy (cGb/cS). The geometry of these
grooves may be investigated using an analysis described by
Mullins [43]. This analysis assumes isotropic surface ener-
gies and known grain boundary plane inclinations. How-
ever, it has been shown that by measuring a distribution
of dihedral angles it is possible to average over these effects
and obtain a meaningful average value [44]. Mullins [43]
actually derived this analysis for half grooves, where the
dihedral half-angle is used to determine the relative bound-
ary to surface energy. The interphase boundary and grain
boundaries share common surface distributions. This
allows the relative energies of both boundary distributions
to be quantified relative to the same surface distribution,
and therefore one another.

The purpose of this paper is to test the hypothesis that
doped aluminas that produce precipitates with low inter-
phase energies are less likely to undergo complexion transi-
tions than those that produce precipitates with high
interphase energies. This will be done by measuring the rel-
ative energies of interphase boundaries between doped
aluminas and their equilibrium precipitates. These data,
combined with known free energies of formation, allow



Fig. 2. Schematic of the cross-sectional view of a thermal groove formed
where the surface intersects (left) a grain boundary and (right) an
interphase boundary. The variables W and d are measured from groove
profiles characterized by AFM, and W is calculated.
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relative activation barriers to be determined and compared
to the existence of complexion transitions. Ca, Mg, Si, and
Y were selected as dopants because their complexion tran-
sitions are known, and some of these additives promote
abnormal grain growth while others suppress it.

2. Experimental procedure

Samples were fabricated by either hot-pressing undoped
alumina powder around a bulk second-phase material, or
by hot-pressing powder having the composition of the
equilibrium second phase around undoped alumina.

Undoped alumina (Sumitomo AKP-HP, Sumitomo
Chemical, Tokyo, Japan) was hot-pressed in a graphite
die in vacuum at 1350 �C for 2 h at 40 MPa. Powder with
a nominal composition of calcium hexaluminate (CA6)
was prepared by mixing undoped alumina with calcium
nitrate tetrahydrate (99.995%, Alfa Aesar) in ethanol.
The mixture was ball-milled with alumina milling balls
(99%) for 24 h, dried in a drying oven, and subsequently
calcined at 800 �C for 2 h. Powder with nominal composi-
tion of magnesium aluminate spinel (spinel) was produced
by mixing alumina powder with magnesium carbonate tet-
rahydrate in ethanol. This powder was also ball-milled,
dried, and calcined in the same manner as the calcium
hexaluminate. The dense undoped alumina sample was
cut into pieces approximately 1 mm thick and 1 cm in
diameter, and was polished to a 1 lm diamond finish.
These pieces were placed into the calcium hexaluminate
powder and spinel powder, separately. Pieces of c-plane,
r-plane, and a-plane sapphire were also placed in the
CA6 powder. These two sets of powders were both hot-
pressed, separately, in graphite dies for 2 h at 1200 �C
and 40 MPa. Because the CA6 and spinel form by reactive
sintering around the undoped alumina, it is likely that
some reaction between the dense alumina and the powder
will occur. This may lead to some preferential crystallo-
graphic relationships between individual grains.

Dense lumps of crystalline silica of diameter �1–3 mm
were obtained from a commercial source (Alfa Aesar).
Dense yttrium aluminum garnet (YAG) was also obtained
from a commercial source (Baikowski, Japan). The YAG
was polished to a 1 lm diamond finish and a piece approx-
imately 1 mm thick and 1 cm in diameter was placed in
undoped alumina. The silica was also placed, as-received,
in undoped alumina. These two powders were hot-pressed,
separately, in graphite dies at 1200 �C for 2 h under
40 MPa of pressure. The samples containing silica cracked
during hot-pressing. This most likely occurred during cool-
ing as a result of the phase change that occurs in silica.
X-ray diffraction indicated that alumina was still present
and that mullite had not formed. The silica samples were
difficult to prepare because of a phase transition that
occurs when cooling from high temperature. Small pieces
of sample that were not cracked and broken were exam-
ined. The nature of these samples made them somewhat
difficult to image, by atomic force microscopy (AFM), with
low vibrational stability. There were few crack-free silica
grain boundaries in the sample, so these grain boundaries
were not measured.

Samples were cut such that the interphase boundary was
approximately perpendicular to the sample surface. These
samples were polished to a 1 lm diamond finish. Polishing
was performed using diamond lapping films to minimize
differential wear near the interface that may result from
the differences in hardness. The CA6-, spinel-, YAG-,
and silica-containing samples were thermally etched at
1300 �C for 1–12 h, due to varying etching rates of the dif-
ferent materials. The samples were thermally etched at the
lowest temperature appropriate to form sufficient thermal
grooves. No enhanced grain growth was observed near
the interface, suggesting that complexion transitions were
unlikely to have occurred here. Interfacial energy is a func-
tion of temperature, so not measuring the energies at tem-
peratures closer to the relevant complexion transitions
could affect the trends in the results. However, interfacial
energy tends to decrease with increasing temperature and
the systems that do not undergo complexion transitions
until higher temperatures may be expected to have lower
energies than those that undergo the transitions at lower
temperatures. Therefore, measuring all of the samples at
lower temperatures should tend to underestimate the
expected trends in the data rather than enhance them.
However, previous measurements of undoped alumina
grain boundaries at 1400 �C and 2020 �C did not observe
a change in the average relative energy (�3%) outside of
experimental error. The result suggests that the boundary
energies in alumina may not be a strong function of tem-
perature outside of any complexion transitions that may
occur.

The profiles of thermal grooves were measured using an
AFM (Veeco di CP-II). Fig. 2 shows a schematic of a ther-
mal groove at the interphase interface, and the relevant
measured parameters. The thermal groove geometry may
be used to extract the dihedral half-angle (WS) using the
analysis developed by Mullins [43]. The dihedral half-angle
of an isotropic material is related to the ratio of the grain
boundary energy (cGb) to surface energy (cS) through the
following equation:



Fig. 3. (a) An AFM image of a YAG–alumina interface with lines indicating where the groove profiles shown in (b) were sampled.
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cGb

cS

¼ 2 cosðWSÞ ð2Þ

Three measurements were made of each thermal groove.
These measurements were used to calculate an average
dihedral half-angle and a standard deviation. A scan reso-
lution between 2 and 10 nm per pixel was used for all of the
experiments. The effects of surface and interface anisotropy
are dealt with by averaging a large number of measure-
ments. An example of an interphase boundary and the cor-
responding thermal grooves are showing in Fig. 3. Average
values of the relative energies provide a useful metric for
comparing the different boundary populations. The sets
of interfaces will share common surface distributions so
the main variable will be the difference in average boundary
energy. This means that cGb/cS and cint/cS will be measured
directly and the ratio of the two (cint/cGb) will represent the
relative fractional energy of the two interfaces. This mea-
sure is convenient because it is directly proportional to
the actual interfacial energy, and given average grain
boundary energy for alumina (for example 0.3 mJ m�2) it
would then be possible to directly calculate the interphase
boundary energy.

The radius of curvature of the AFM tip may introduce
artifacts into thermal groove geometry. Saylor et al. [44]
detailed the effect of an AFM tip on this type of geometry
and calculated the error as a function of the groove width
and the surface inclination angle (b, which is the comple-
mentary angle to the thermal groove dihedral half-angle.
For the YAG, spinel, and CA6 samples, this error was
found to be less than the error experimentally determined
by sampling each of the individual boundaries three times
(�3�). The alumina–silica sample may likely have larger
error, being underestimated by almost 10�, assuming a
60 nm tip radius. However, both the interphase boundary
and the grain boundaries have been underestimated by
approximately the same amount, which has little effect
when comparing the relative energies of the two interfaces
(the goal of the experiment).
3. Results

Representative images of the various interfaces are
shown in Fig. 4. Some interfaces were faceted and some
were rough. Most of the samples had slight differences in
height due to differential polishing, although the differences
were less than a few nanometers. The silica–alumina inter-
face was difficult to characterize due to the cracking that
had occurred during cooling. The cracking created rough
exterior surfaces that made it difficult to mount the sample
securely in the microscope and sample vibrations interfered
with the imaging. The alumina grain size in these samples
was quite small and some of the alumina grains seemed
to have penetrated into the silica during hot-pressing,
rather than forming a sharp interface. This is consistent
with these samples having been hot-pressed at a low tem-
perature where the first complexion transition was avoided
and grain growth was minimal. The samples with silica and
CA6 interfaces were annealed in a temperature range in
which some grain boundary complexion transitions are
observed in the bulk silica- and calcia-doped aluminas.
However, no enhanced growth kinetics of the alumina were
observed near the interphase boundary, suggesting that
complexion transitions did not occur there. As discussed
above, it may be necessary for grain boundaries to super-
saturate prior to a complexion transition. Grain boundary
supersaturation on either side of a diffusion couple (the
interphase boundary here) will be difficult on short time-
scales. Supersaturation could occur in this case only if
the boundaries first saturated and then grew sufficiently
that the reduction in interfacial area produced significant
supersaturation.

The surface dihedral half-angles on each side of each of
these boundaries were measured separately and the results
are shown in Figs. 5 and 6. They are reported as the angle
of a certain phase either at the interface or at the grain
boundary. This is describing which surface is being
characterized at a particular interface. The surfaces are the



Fig. 4. Representative images of the interphase boundaries between alumina, which is at the bottom in each image, and (a) spinel, (b) YAG, (c) CA6, and
(d) silica. The total scale height in each image is (a) 200 nm, (b) 75 nm, (c) 175 nm, and (d) 900 nm.
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common feature that may be used to compare the relative
grain boundary and interphase boundary energies. The
results for the alumina–CA6 interface are not straightfor-
ward because the distribution of dihedral angles is bimodal
(see Fig. 5c), whereas the other systems studied had single
peaks in their distributions. The median dihedral angles for
the interface between CA6 and A-, C-, and R-plane sapphire
are also plotted in Fig. 5 as single points. The results suggest
that the low-energy peak in the dihedral distribution is asso-
ciated with the alumina basal planes and the higher energy
peak is more closely associated with the A-planes. The mor-
phology, flat platelets, also suggests that the low-energy peak
in this distribution is related to the occurrence of interphase
boundaries consisting of basal planes in the two systems.
This result was confirmed by analysis of grooves at the inter-
face between single crystal sapphire and polycrystalline
CA6. This point will be detailed in the discussion. It should
also be noted that large differences in dihedral angles were
observed between the basal plane of plate-like CA6 grains
and the ends of the same grain, when both interfaces were
in contact with alumina. This result also confirms a signifi-
cant anisotropy effect.

The results of the relative interphase to grain boundary
energy ratio measurements are summarized in Table 1.
Table 1 also contains information about the temperature
range in which each material is likely to undergo a com-
plexion transition. These temperatures are based on previ-
ous results [17]. It is hard to define an exact temperature,
because the number of boundaries that undergo a transi-
tion increases exponentially with temperature [45], and
these processes can be sensitive to background impurities.
The change in free energy associated with the phase trans-
formation is also a critical parameter in determining the
activation energy. The free energies of formation for spinel,
YAG, and CA6 from alumina and the other component
oxides have been referenced from the literature [38–42],
and will be used to approximate the free energy change
associated with precipitation. The free energy of formation
of silica in alumina is difficult to reference and it will be
assumed that this may be comparable to that of mullite,
which is the equilibrium second phase on the phase dia-
gram. The free energies are considered at the temperature
at which the first complexion transition occurs in each of
the different cases. There is some discrepancy amongst
sources for each of the systems and approximate values
of 40 kJ mol�1, 75 kJ mol�1, 130 kJ mol�1, 30 kJ mol�1,
and 90 kJ mol�1 have been chosen for spinel at 1650 �C,
CA6 at 1550 �C, YAG at 1400 �C, silica at 1200 �C, and
CA6 at 1200 �C, respectively. The ratio of the relative inter-
facial energy cubed to the change in free energy squared is



Fig. 5. Dihedral half-angles of the grain boundaries in the alumina samples and the dihedral half-angles on the alumina side of the interface with (a)
spinel, (b) YAG, (c) CA6, and (d) silica. Also plotted in (c) is median dihedral half-angle occurring at the interface between CA6 and the A-, C-, and R-
plane of alumina.
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included in Table 1. This should represent the relative mag-
nitude of the activation barriers to precipitation in each of
the systems.

It is interesting to note that the interphase boundary
energy is intermediate between the two sets of grain bound-
ary energies (the alumina boundaries and the precipitate
boundaries). Note that, in Figs. 5 and 6, silica grain bound-
aries were not measured as few crack-free silica grain
boundaries existed in the samples. This suggests that, to
some extent, the interphase boundary energy is an average
of the two interfaces from which it is formed. This is similar
to results that indicate that the energy of a grain boundary
is proportional to the sum of the energies of the surfaces
from which it comprises [46,47].

4. Discussion

4.1. General trends

There is a trend that dopants that form precipitates
with lower interphase boundary energies tend to suppress
complexion transitions relative to those with higher
interphase boundary energies. This is quantified by the
relationship between the interphase boundary energy and
the temperature at which the first complexion transition
is likely to occur. It is not likely that there is a direct rela-
tionship between these two quantities. Rather, precipita-
tion and complexion transitions are competing effects
and affecting the probability of one affecting the occur-
rence of the other. Theory predicts that the free energy
of more disordered complexions is reduced with increasing
temperature [17,18]. In most cases, precipitates will
become less stable with increasing temperature (i.e.
approaching the solidus). Both effects favor complexion
transitions at higher temperatures, and precipitation at
lower temperatures. The interfacial energy of the precipi-
tate–matrix interface appears to influence where this cross-
over occurs for a particular interface. The behavior may
also be closely related to the magnitude of the activation
barrier. In the cases examined, the cubed surface term
tends to dominate the squared volumetric term (see
Table 1). The ordering of the relative activation barriers
is not influenced by consideration of the free-energy term,
except for the case of silica, where the results are the least
reliable due to the free energy of formation being approx-
imated from data for mullite.



Fig. 6. Dihedral half-angles of the grain boundaries in the second phase and the dihedral half-angles on the (a) spinel, (b) YAG, (c) CA6, and (d) silica side
of the interphase boundary.

Table 1
A list of the relative interphase boundary to alumina grain boundary energy ratio, the temperature at which the onset of abnormal grain growth begins in
the associated system, the number of complexion transitions that system displays, and a factor representing the magnitude of the activation barrier that is
the ratio of the relative interphase boundary energy cubed to the free energy of formation squared.

Phase (B) cA/B/cGb Onset of 1st transition Number of complexions (cA/B/cGb)3/(DGf)
2 (�105)

Magnesium aluminate spinel 0.37 �1650–1750 �C 2 1.6
Calcium hexaluminate (basal) 0.51 �1550–1650 �C 3 2.4
YAG 0.9 �1400–1500 �C 5 4.3
Silica 1.13 �1200–1300 �C 5 90
Calcium hexaluminate (non-basal) 1.5 �1200–1300 �C 5 42
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4.2. Local behavior and anisotropy

The results presented in Table 1 represent average quan-
tities summed over many boundaries and surfaces. Com-
plexion transitions and precipitation reactions are very
local phenomena and will depend on local chemistry and
anisotropy effects. In fact, multiple complexions and pre-
cipitates will coexist in a single microstructure. The discus-
sion of the two processes competing in a material is not
actually global, but is instead considered at individual
grain boundaries. Understanding the distribution of both
is likely to be the key to understanding the more general
microstructural evolution. A major factor in affecting the
local phenomena is grain boundary and interfacial energy
anisotropy. This effect, in addition to anisotropic segrega-
tion effects, will play a role in affecting the anisotropy of
complexion transitions. The results for the alumina–CA6
interface highlight the important role that anisotropy plays
in this process. The basal plane of calcia-doped alumina is
much less likely to undergo a complexion transition than
other crystallographic planes in the same material, below
the eutectic temperature [25]. It is found that the CA6 to
basal plane alumina interface has a relatively low energy.
It is known that CA6 and alumina show epitaxy on their
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basal planes [48], which should produce a low-energy inter-
face. This behavior causes complexion transitions to be
suppressed on basal planes, even while they are occurring
on other boundaries on the same grain. The effect leads
to the plate-like morphology that often characterizes
abnormal grain growth in alumina (see Fig. 1a). Anorthite,
which precipitates when alumina is co-doped with calcia
and silica, also has epitaxy on the basal plane and tends
to produce abnormal grains with a plate-like morphology
[49]. Complexion transitions on different interfaces may
be quite complex, because basal planes in alumina are the
least likely to undergo early complexion transitions, but
seem to be most likely to show true grain boundary melting
or complete wetting [50,51]. This effect may result from the
fact that, since precipitation is favored at these interfaces,
large amounts of second phase may accumulate there in
the form of larger precipitates. There must be some thresh-
old concentration necessary to produce complete wetting,
and the basal planes may tend to be the first to reach this
threshold during coarsening. The lower mobility of these
interfaces also favors this situation, as particle–boundary
detachment is less likely on these boundaries.

For each of the other systems, preferred orientation
relationships have been demonstrated. The epitaxy
between basal planes in CA6 and alumina has already
been discussed. This tends to form a facetted boundary
with a highly preferred interfacial plane [48]. In both spi-
nel–alumina and YAG–alumina, preferred orientation
relationships have been observed to form when materials
are processed either from the melt or deposited as thin
films [59–64]. In both cases, epitaxy can occur on differ-
ent planes and the interfaces may be rough, suggesting
less preference for a specific crystallographic plane. In
the cristobalite–alumina system, as far as the authors
are aware, epitaxy has been achievable only when the sil-
ica is doped and the silica is grown by thin film deposi-
tion methods (i.e. potentially far from equilibrium) [65].
The literature is somewhat consistent with the current
results: CA6–alumina has a strongly preferred crystallo-
graphic plane, interfaces in the spinel–alumina and
YAG–alumina systems are more isotropic and potentially
low energy, and silica–alumina does not have a strongly
preferred crystallographic plane and likely has high
energy, as suggested by lack of epitaxy. It should be
noted that all of these systems are expected to have
energy anisotropy and that analysis of orientation rela-
tionships or morphology provides only a very qualitative
sense of that anisotropy.

4.3. System-specific results

Details of the alumina–CA6 and alumina–silica systems
have been discussed in detail above in relation to anisot-
ropy effects. It has been generally known that silica and
calica doping (and co-doping) promote abnormal grain
growth and complexion transitions in alumina [34,52].
The relatively high activation energy for precipitation in
silica-doped alumina and off-basal planes in calcia-doped
alumina helps explain these results.

There has been some debate in the literature as to
whether or not yttrium doping suppresses abnormal grain
growth relative to a similarly processed undoped alumina
[28,29,37,52,53]. It appears that if there is an effect it is
not pronounced. This is consistent with the fact that the
YAG–alumina interfacial energy is comparable to the alu-
mina–alumina interfacial energy. This suggests that the
role of yttria is relatively inert when it comes to affecting
complexion transitions, unless it is part of a ternary system
that might favor the precipitation of a phase other than
YAG. Gulgun et al. [37] characterized the concentration
of yttrium solute at alumina grain boundaries as a function
of dopant concentration by analytical electron microscopy.
They observed supersaturation of grain boundaries at cer-
tain levels of excess solute, beyond which the concentra-
tions were reduced due to precipitation. One anomalous
feature of these results is that the supersaturation occurs
at concentrations in excess of those where some precipita-
tion should occur. However, it is quite possible that the
presence of some precipitates does not mean that the entire
system is equilibrated. As discussed above, complexion
transitions are very local events and these transitions will
be concurrent with precipitation reactions. The quoted
grain sizes and annealing conditions of the characterized
grains, in the referenced study, would suggest that mea-
surements had been performed on boundaries that had
not undergone complexion transitions. The results indicate
that grain boundary supersaturation is possible in this sys-
tem and that there is an activation barrier associated with
precipitation.

A previous study had recognized that the role of magne-
sia in preventing abnormal grain growth in alumina was its
ability to prevent complexion transitions [17]. The current
result explains the mechanism by which this occurs. The rel-
atively low alumina–spinel interface energy curbs the ten-
dency for complexion transitions. It is interesting to note
that nickel oxide, which also precipitates a spinel phase,
has been shown to produce a similar effect as magnesia in
alumina [54,55]. Magnesia segregation is also known to
make alumina behave more isotropically [10,11,13,15,56–
58], which means that if complexion transitions do occur
they are more likely to occur throughout the microstructure.
This effect contributes to the ability of magnesia-doped alu-
mina to maintain a relatively unimodal and equiaxed micro-
structure. Others have suggested that magnesia may act like
a scavenger in alumina [56]. Magnesia is known to co-dis-
solve tetravalent cations in the alumina lattice, and might
dissolve some level of divalent cations in the spinel phase
that forms. These effects likely complement the fact that
magnesia suppresses complexion transitions, when present
at high enough concentrations, through the low energy of
the alumina–spinel interface. Spinel precipitates may help
to mitigate the effects of other additives or impurities in alu-
mina by acting as lower energy nucleation sites for other sec-
ond-phase particles that might precipitate.
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4.4. New additive selection criterion

While the behavior of individual interfaces may be
rather complex, the average trend is clear. Dopants in alu-
mina that form equilibrium precipitates that have low
host–precipitate interfacial energies tend to suppress com-
plexion transitions. Precipitates with relatively large inter-
phase boundary energies promote complexion transitions.
This fundamental understanding provides a new criterion
for dopant selection. Equilibrium phase diagrams may be
used to predict which phase will precipitate. Predicting
the interfacial energy is more difficult. Interfacial energies
may be calculated from first principles, or measured exper-
imentally. It has been suggested that surface energies are a
good predictor of grain boundary and interfacial energies
[46,68]. The current work shows that the average inter-
phase boundary energy is intermediate between the average
grain boundary energies of the two phases. Phases that
have low surface and grain boundary energies should tend
to form low-energy interphase interfaces. A list of phases
ordered by their surface or grain boundary energies might
be used in a simple manner for dopant selection. Note that
this selection criterion has been somewhat simplified by
ignoring the volumetric contribution to the activation
energy of precipitation and anisotropy; however, it pro-
vides a reasonable starting point. The focus of this work
has been the relationship between the onset of complexion
transitions and the energetics of precipitation. It is
expected that similar effects may also dominate at different
types of phase boundaries, where a new phase must
nucleate.

This new selection criterion may be utilized to control a
number of transport processes such as grain growth, densi-
fication, creep, or oxidation. It may also provide new
opportunities for engineering novel structures by control-
ling the distribution of second-phase particles and com-
plexions. For example, single crystals of alumina have
been grown from polycrystals that initially contain magne-
sium aluminate spinel particles [66,67]. By preferentially
evaporating magnesia, and removing the spinel, it was pos-
sible to induce a complexion transition in a localized
region, which resulted in the conversion of the polycrystal
into a large single crystal.

The results are also of interest to the general phenome-
non of abnormal grain growth in polycrystalline materials,
both ceramic and metal. It has long been known that
abnormal grain growth occurs at temperatures when pre-
cipitates become unstable [69–72]. The classic interpreta-
tion is that as the number of precipitates is reduced by
dissolution, it is possible for critical de-pinning events to
occur. Second-phase pinning reduces the driving force for
grain growth, and the grain boundary velocity is affected
locally by de-pinning events [73]. The current results sug-
gest that as precipitates become thermodynamically unsta-
ble, a complexion transition may be energetically preferred.
Complexion transitions influence the mobility of the grain
boundaries rather than the driving force. Our previous
results have shown that a sufficiently large amount of pre-
cipitates may pin grain boundaries even after complexion
transitions have occurred [25]. However, the higher mobil-
ity grain boundary complexions will be more likely to de-
pin from precipitates. Therefore, it is difficult to interpret
whether particle–boundary de-pinning will result from the
enhanced mobility that results from a complexion transi-
tion, a change in the density of precipitates, or both. The
current results may explain why abnormal grain growth
is often more robust than may be predicted from theories
based solely on the effect of precipitates on the local driving
force for grain growth [71]. An analysis of the mechanism
for abnormal grain growth requires a thorough analysis
of transport kinetics, characterization of the interface
structure and chemistry, and investigation of the distribu-
tion of particles, pores, and solute.

4.5. Comparison to metallic systems

The current results also underscore a major difference
between the evolution of doped ceramic and metallic sys-
tems. Many metallic systems are known to undergo a series
of precipitate reactions. A classic example of this is the alu-
minum–copper system where Guinier–Preston zones, H,
H0, and H00 precipitates form as a function of time and tem-
perature. These concurrent metastable transitions occur in
order to minimize the activation barrier associated with
forming the equilibrium phase. Most ceramic systems have
much less freedom in the formation of intermediate phases
due to the additional constraints imposed by Coulombic
considerations in charge balance and defect formation.
Therefore, some metallic systems may have a variety of
options for partitioning solute that are not available to
ceramic systems. However, it is interesting to note that it
has still been difficult to elucidate the mechanism for
abnormal grain growth in the aluminum–copper system
[16].

Some complexion transitions are not observable by con-
ventional lattice imaging in the transmission electron
microscope, which makes them difficult to distinguish
[17]. This difficulty is more pronounced in systems with
short correlation lengths, such as metallic systems. Segrega-
tion-enhanced diffusion has been observed in a number of
metallic systems, at the onset of abnormal grain growth
[74,75]. Careful preparation and characterization has
shown the existence of disordered complexions in metallic
systems [16,76]. Similar behavior has been inferred or
observed in other systems [74,75,77]. This fact, along with
the current results, suggests that it might be useful to re-
evaluate the mechanism for abnormal grain growth in a
variety of systems. Understanding the correct mechanism
for abnormal grain growth will provide new opportunities
to control the phenomenon. The observed relationship
between complexion transitions and precipitation in alu-
mina suggests a new criterion for additive selection to con-
trol these transitions based on the interphase boundary
energy and the activation energy of precipitation.
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5. Conclusion

The relative energy of the interface between a precipitate
and the host lattice affects the occurrence of complexion
transitions. Chemistries that produce low-energy inter-
phase interfaces tend to suppress complexion transitions,
while those nucleating precipitates with high interfacial
energies promote them. This explains the classically misun-
derstood phenomenon of the role of magnesia as a sinter-
ing aid in alumina. Magnesia doping produces spinel
precipitates that have a low interfacial energy and prevent
complexion transitions. Additives such as silica and calcia
favor sub-eutectic grain boundary complexion transitions
due to the relatively high energy interfacial energy of the
precipitate. This may be explained in context of a phase
selection competition in which the activation barrier to
the complexion transition and precipitation compete with
one another. The interphase boundary energies tend to be
intermediate to the energies of the grain boundaries in
the component systems. These facts lead to a novel additive
selection criterion based on knowledge of interfacial
energies.
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