Topological characteristics of plane sections of polycrystals
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Abstract

Homology metrics have been used to assess the connectivity of grain boundary networks in plane sections of polycrystals. The analysis is based on orientation maps, and four characteristic microstructure types were examined: SrTiO$_3$ microstructures with normal and bimodal grain size distributions and two Ni microstructures with different concentrations of $\Sigma 3$ grain boundaries. The inverse connectivity, defined as the ratio of the number of independent pieces of the network to the number of closed loops, is proposed as a metric for the extent to which certain types of grain boundaries are connected. The variation in inverse connectivity with disorientation threshold, below which boundaries are excluded from the network, produces distinct signatures for the different microstructures.

1. Introduction

Certain properties of polycrystals, for example corrosion resistance, are influenced by the mesoscale structure of the grain boundary network \[1–4\]. In the present context “mesoscale” refers to structural features that are larger than the atomic scale but relatively small in comparison with the material’s external boundaries. For a single phase polycrystal the two main characteristics of the mesoscale structure are the relative areas of the different types of grain boundaries within the microstructure and the way that they are connected.

The vast majority of prior work characterizing polycrystals has focused on measuring the relative areas of the different types of grain boundaries \[1–8\]. For such studies different types of grain boundaries have been discriminated based on whether or not they are deemed to be special (a binary classification) \[3\], based on their lattice disorientation (this can be a single disorientation angle or a three parameter description of the transformation that brings the two lattices into coincidence) \[2\] or based on all five crystallographic characteristics of the boundary (the disorientation and the grain boundary plane orientation) \[5–8\]. The method for discriminating different boundary types is selected based on the problem at hand. For example, in cubic close-packed structures twins and twin related boundaries are thought to have enhanced corrosion resistance with respect to other boundaries and are labeled special, while the rest are not, so the binary classification is most frequently used \[4,9\].

Fewer studies have attempted to correlate the connectivity of grain boundaries in the microstructure with the properties. The most frequently used approach has been to classify the types of triple junctions present within the microstructure \[10–15\]. In this case junctions are usually classified according to the number of special boundaries in the triplet. Others have evaluated the sizes of twin related clusters, which typically exceed the mean grain size \[16–18\]. The connectivity of networks of special grain boundaries has also been studied using percolation metrics \[19\]. Based on an analysis of percolating clusters, Schuh...
et al. [19] found that the special boundary fraction is not a reliable indicator of network topology.

The mathematical tools of topology have been applied to materials research for many years, but there are still relatively few examples [20–27]. A 1972 review by Steele [20] covered a number of applications to single and multiphased materials. More recent work has concentrated on using topology to characterize multiphase systems [21–26]. However, a recent paper by Wanner et al. [27] took a new approach and explored the topology of the mechanical response fields in simulated polycrystals. As part of this study the authors used homology metrics to characterize the connectivity of grain boundaries in a simulated polycrystal with uniaxial symmetry. The requirement for such an analysis, not used in any of the previous studies, is a knowledge of crystal orientations. The present research was undertaken with the goal of using a similar approach to characterize real materials and to evaluate the connectivity of boundaries in plane sections of cubic materials with four prototypical microstructures. In particular, the topology of materials with a normal grain size distribution, a bimodal grain size distribution and different concentrations of Σ3 grain boundaries are analyzed and compared.

Based on the findings presented here, it is proposed that homology metrics are sensitive indicators of the grain boundary network structure. In two dimensions these topological parameters measure the number of independent pieces of the network (referred to as \( B_0 \)) and the number of closed loops (referred to as \( B_1 \)) [27]. In the context of plane sections of grain boundary networks \( B_0 \) measures groups of grain boundaries not connected to the rest of the network and \( B_1 \) measures continuous, closed paths of grain boundaries. Based on the present results, the ratio of \( B_0/B_1 \), referred to here as \( \rho_0 \) or the inverse connectivity, is proposed as a metric for network connectivity. The ratio varies with the subset of boundaries considered and the variation in \( \rho_0 \) as a function of the disorientation angle threshold is a characteristic of the type of microstructure, providing information beyond that available from relative area measurements.

2. Methods

2.1. Specimens

Micrographs of four specimens were examined in this study. The first was SrTiO\(_3\) with a bimodal grain size distribution. The second was SrTiO\(_3\) with a normal (unimodal) grain size distribution. The third and fourth samples were both commercial purity Ni, but in one 42% of all boundary length was Σ3 type boundaries (referred to as low Σ3) and in the other 63% of all boundary length was Σ3 type boundaries (referred to as high Σ3). Note that Σ3 is the designation assigned to grain boundaries with a disorientation of 60° around [111]. Orientation maps of the four samples are illustrated in Fig. 1.

The SrTiO\(_3\) sample was produced from Aldrich SrTiO\(_3\) (<5 μm, 99% pure) powder, which was dry ground and uniaxially compacted to form a cylindrical pellet. The sample was then heated in air to 900 °C for 10 h, then to 1340 °C for 10 h and, finally, to 1470 °C and, after reaching this temperature, it was immediately cooled in the furnace. This treatment produced the first sample with the bimodal grain size distribution, referred to as BMGSD. After recording orientation maps the sample was annealed for 3 h at 1470 °C in air. This treatment produced the second sample with the unimodal grain size distribution, referred to as NGSD. To prepare the surfaces the samples were lapped flat using a Logitech PM5 with a flat cast iron plate and 3 μm alumina slurry. They were then polished using 0.02 μm colloidal silica (Buehler Mastermet II) for approximately 30 min. Next came a brief, relatively low temperature anneal at 1100 °C for 1 h in air to heal residual damage. A thin carbon coating was then evaporated onto the sample to eliminate charging effects in scanning electron microscopy (SPI-Module Carbon Coater).

The Ni samples were obtained from Integran Technologies Inc. The samples were derived from the same source, but were described by the manufacturer as “reference” and “grain boundary engineered”. The samples had distinct microstructures and the grain boundary character distributions have been described in detail elsewhere [6,28]. The key features of these microstructures, for the present study, were that they had the same grain size but different relative areas of Σ3 grain boundaries. Specifically, both had a grain size of 40 μm and the measured grain boundary lengths per area differed by only 3% [28]. The sample with a smaller length fraction of Σ3 boundaries will be referred to as low Σ3 and the one with the larger length fraction will be referred to as the high Σ3 sample. The surfaces were prepared for electron backscatter diffraction (EBSD) mapping by grinding with SiC and diamond abrasives, followed by a vibratory chemo-mechanical process with 0.05 μm SiO\(_2\) slurry and, finally, electropolishing in a chilled 9:1 methanol: perchloric acid solution.

2.2. Electron backscatter diffraction measurements

Orientation maps of the SrTiO\(_3\) samples were recorded with a 60° sample tilt and a 25 kV beam in a Phillips XL40 FEGSEM using TSL/OIM software v. 4.5 (TSL/EDAX). For the BMGSD sample we considered a 174 × 105 μm area that was mapped with a 0.35 μm step size between orientation points. For the NGSD sample we considered a 1.5 × 1.6 mm area mapped with a 2 μm step size. The orientation data were then processed to remove spurious observations. Processing included a grain dilation in which pixels not belonging to grains of a defined minimum size were logically reassigned to accepted grains and orientation averaging, which assigns a single average orientation to each pixel in a grain. The minimum misorientation defining a boundary was defined to be 5°. A pseudosymmetry correction was also employed.
to correct for a specific misindexing problem involving difficult to distinguish orientations (45° rotation around [0 0 1]). The average grain size of the BMGSD sample was 2.89 μm and the average grain size NGSD sample was 23.2 μm.

Orientations maps for the Ni were obtained similarly, except that a 20 kV beam was used. As described above, the orientation data were processed to remove spurious observations using a “grain dilation clean-up” in the OIM software. A single orientation was then assigned to each grain by averaging all of the orientations belonging to a single grain.

2.3. Image processing

The orientation maps for both Ni and the SrTiO$_3$ consist of discrete orientations, specified by three Euler angles, arranged in a hexagonal pattern. However, the computational homology tools used here operate on images comprising only black and white pixels arranged in a square lattice pattern. So, the first step in processing the images was to resample the maps onto a square lattice. Next, for each pixel the disorientation was calculated between the pixel of interest and the eight nearest neighbor pixels. The disorientation angle was the minimum misorientation angle among all symmetrically indistinguishable misorientations. From the eight disorientations the one with the maximum angle was selected and assigned to that pixel. When this was repeated for every pixel in the map the result was a disorientation map. Note that while the selection was made on the basis of the disorientation angle, the complete disorientation was parameterized by three Euler angles and these were preserved in the disorientation map. In such a map the disorientation angle is zero within the grains because all of the neighbors have the same orientation, but it has values greater than zero at the grain boundaries. For cubic crystals disorientation angles can vary between 0° and 62° [29]. Therefore, if a gray level between 0 and 255 is assigned to each pixel, proportional to the disorientation angle, an image is produced in which the darker points indicate the positions of grain boundaries. Examples of these images are illustrated in Fig. 2.

![Fig. 1. Inverse pole figure maps of the four characteristic microstructures. (a) SrTiO$_3$ with a bimodal grain size distribution, (b) SrTiO$_3$ with a normal grain size distribution, (c) Ni with 42% Σ3, by length, and (d) Ni with 63% Σ3, by length.](image-url)
2.4. Calculation of homology metrics

Homology metrics were calculated with the software CHomP, which is available without cost [30,31]. The only processing step to prepare the disorientation map for analysis by CHomP was a thresholding operation that made all of the pixels either black or white. The simplest way to do this was to color all pixels with a disorientation angle greater than zero black and all pixels with a disorientation angle equal to zero white. Maps were also created based upon subsets of boundaries selected by their disorientation. For the Ni sample one set was created by grouping together all those grain boundaries within Brandon’s criterion [32] of the $\Sigma 3$, $\Sigma 9$ and $\Sigma 27$ disorientations (we will refer to these as $\Sigma 3^n$ boundaries) and a complementary set was created from the remaining boundaries. The other partitioning method used here was to create complementary subsets of all boundaries less than or greater than a certain disorientation angle. From the processed maps the program CHomP returns $B_0$ and $B_1$, known in the topology literature as Betti numbers [27]. These values are integers, but their ratio, $\beta_{01}$, is taken to be a real number which is not defined under the condition that $B_1 = 0$. Note that $\beta_{01}$ should be scale invariant, as long as the plane section contains enough grains. This makes it possible to compare maps from different areas and materials with different grain sizes. This assumption is examined below.

3. Results

The boundary map for the SrTiO$_3$ sample with the bimodal grain size distribution is illustrated in Fig. 3. As noted in the introduction, $B_1$ is the number of closed loops, which is also the number of complete grains in the image ($B_1 = 2486$), and $B_0$ is the number of disconnected segments ($B_0 = 4$). For a complete, ideal grain boundary network $B_0 = 1$. The most reasonable microstructural explanation for values of $B_0$ in excess of one are so-called island grains,
where a closed loop grain boundary occurs completely within another grain on the plane section. The second, more trivial, explanation for disconnected components are artifacts associated with the edges of the images. Boundaries that cross a corner of the image within a white region, boundaries that tangentially intersect an edge of a white region and groups of misindexed pixels within grains that are not eliminated during the clean-up procedure can all increase the number of disconnected components. For example, for the microstructure in Fig. 3 the four independent objects are the main part of the grain boundary network, a tangential boundary (inset 1), a corner crossing segment (see inset 2) and an island grain (see inset 3). Therefore, two of the four are artifacts.

The boundary maps for the other three structures are shown in Fig. 4 and the homology metrics for all of the samples are summarized in Table 1. Note that for the ideal case $\beta_0 = 1/N$, where $N$ is the number of grains. In fact,
there will always be some contribution to $\beta_{01}$ from both real island grains and edge artifacts. For sample 2, like sample 1, the disconnected components arose from a mixture of island grains and edge artifacts. Nevertheless, the inverse connectivity $\beta_{01}$ remained a few parts per thousand. For the Ni microstructures $\beta_{01}$ was larger. In the low $\Sigma 3$ microstructure (Fig. 4b) there were 18 disconnected components, which included 15 twinned island grains, one island on the edge of the image and one corner crossing artifact. In the high $\Sigma 3$ microstructure (Fig. 4c) there were 30 disconnected components, which included 22 twinned island grains, four islands at the periphery and three features that may have been edge artifacts or peripheral island grains. Therefore, even when artifacts were accounted for, the fraction of island grains was measurably larger in the twinned microstructure than in the non-twinned structures, and this resulted in a larger value of inverse connectivity. It should be pointed out that in three-dimensions it is likely that these island twins were actually fully connected with the microstructure. However, in plane sections this is a clear distinguishing characteristic of the twinned microstructure.

To test how representative these metrics are of the microstructure, $B_0$ and $B_1$ were calculated for four different areas of the same microstructure, the high $\Sigma 3$ sample. All of the input images had identical lateral dimensions $(1 \times 1 \text{ mm})$ and, because these images had fewer grains than the others, were expected to exhibit maximum variability. For these areas $B_0$ had a mean value of 31.2 and a standard deviation of 5.8. $B_1$ had a mean value of 498 and a standard deviation of 80.9. Therefore, the standard deviations were 16–18% of the mean values. The mean value of $\beta_{01}$ was 0.064 and the standard deviation was 0.016. Even with this degree of uncertainty, the measured inverse connectivity of the high $\Sigma 3$ sample was quantitatively different from the other three.

In this analysis it is assumed that $B_0$ and $B_1$ are proportional to area in the same way and, therefore, $\beta_{01}$ is independent of area, as long as the field of view contains enough grains. If this is so, then it is possible to compare results taken from regions with different areas. To test this idea progressively smaller areas were extracted from the same image (the low $\Sigma 3$ sample) consisting of 100%, 82%, 75%, 52%, 42% and 26% of the total area. The mean value of inverse connectivity measured from these areas was 0.009 and the standard deviation was 0.001. Furthermore, the ratio did not show a monotonic dependence on the area fraction. The observed variations were dominated by small fluctuations in $B_0$ created by the edge effects discussed above. Therefore, it was concluded that if there are enough grains in the image $\beta_{01}$ is constant with image size. In this study the smallest number of grains was 472. The lower limit for the number of grains at which edge effects begin to dominate the result was not determined.

Next, the Ni microstructures are reconsidered after separating the $\Sigma 3''$ and non-$\Sigma 3''$ boundaries, as illustrated in Fig. 5. The network of $\Sigma 3''$ boundaries in the low $\Sigma 3$ sample was clearly disconnected and this was reflected in a value of $\beta_{01}$ greater than one. On the other hand, the network of non-$\Sigma 3''$ boundaries (Fig. 5b) was relatively connected and this was reflected in a value of $\beta_{01}$ less than one and 26 times smaller than the ratio in the $\Sigma 3''$ network (see Table 1). The situation was reversed for the high $\Sigma 3$ sample. In this case $\beta_{01}$ was < 1 for the $\Sigma 3''$ boundaries (see Fig. 5c). The inverse connectivity of the network of non-$\Sigma 3''$ boundaries was 16 times larger, indicating that it was relatively disconnected compared with the network of $\Sigma 3''$ boundaries.

Fig. 6 shows the inverse connectivity ($\beta_{01}$) for all boundaries greater than a threshold disorientation angle as a function of the threshold angle. Obviously, the microstructure became less connected as boundaries were removed from the network and this caused $\beta_{01}$ to increase continuously with disorientation angle. The slope was initially small, continuously increased to about 45° and then became smaller. This was mostly because of the misorientation distribution. The misorientation distribution for these samples was random and the distribution of boundaries was therefore a peaked function with a maximum at 45° [29]. Therefore, at low threshold angles relatively few boundaries are removed with successive increments in the disorientation angle, but this increases as the maximum is reached. After the maximum is passed, the number of boundaries removed in each increment is smaller and smaller and the slope decreases. Throughout the range of threshold angles the sample with the normal distribution had a higher inverse connectivity than the one with the bimodal distribution and was, therefore, less connected.

Analogous data for the Ni samples are shown in Fig. 7. The inverse connectivity exhibits the same general behavior of increasing in slope, moving through a maximum and then decreasing in slope. However, the curves are distinct from one another and from the SrTiO$_3$ results. These differences are connected to the presence of twins and the non-random misorientation distributions, which are discussed further below.

4. Discussion

Wanner et al. [27] presented results for the variation in $B_0$ and $B_1$ as a function of threshold angle for a microstructure with three different hypothetical misorientation distributions. The microstructure had a normal grain size
distribution and about 800 grains and, while the ratio of $B_0 - B_1$ was not presented, the data allows us to infer that the ratio increased as a function of disorientation angle, in general agreement with what is reported here.

The increasing value of $b_{01}$ with cut-off angle can be understood in the following way. If we begin by considering the ideal network, $B_0 = 1$ and $B_1$ is equal to the number of grains. For each boundary removed from the network two grains become one grain or, topologically, two closed paths become one closed path, and $B_1$ must decrease accordingly. $B_1$ will continue to decrease in proportion to the number of boundaries removed. As more boundaries are removed and the percolation threshold is approached disconnected fragments will be created and each additional fragment will increment $B_0$, further increasing $b_{01}$. At this point boundaries can be removed to shrink the fragments without affecting $B_1$. Therefore, the effect of removing boundaries on the decrease in $B_1$ will be smaller as there are fewer and fewer closed paths to disrupt. This causes $b_{01}$ to increase at a smaller rate. The details of how $b_{01}$ depends on the threshold angle depends upon relative grain size and shape, how the grain boundaries are distributed with respect to misorientation angle and the way in which the grain boundaries are connected. Therefore, there is a microstructural signature in the curve of $b_{01}$ vs. threshold angle that is apparent in the data presented in Figs. 6 and 7.

We begin by noting that $b_{01}$ for the normal grain size distribution and the bimodal grain size distribution show only a small difference. The bimodal distribution shows a slightly lower ratio at all threshold angles, indicating that its relative connectivity is greater than that of the normal distribution. This is a signature of the larger grains. The larger grains have, on average, more sides than smaller grains. Boundaries removed from large grains are less likely to create a fragment than those removed from the matrix of smaller grains because of the continuous correlated path of boundaries around the large grains. These longer paths are evident in the images of boundaries remaining above $50^\circ$ (see, for example, Fig. 6g). The dependence of inverse connectivity on the threshold angle is expected to be the same for all samples with an equiaxed

Fig. 5. Grain boundary maps for the Ni samples. (a) All of the $\Sigma 3^\circ$ boundaries in low $\Sigma 3$ Ni, (b) all of the non-$\Sigma 3^\circ$ boundaries in the low $\Sigma 3$ Ni, (c) all of $\Sigma 3^\circ$ boundaries in high $\Sigma 3$ Ni, (d) All of the non-$\Sigma 3^\circ$ boundaries in high $\Sigma 3$ Ni. In (a) and (c) the $\Sigma 3$ boundaries are colored red, the $\Sigma 9$ boundaries are blue and the $\Sigma 27$ boundaries are green. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
grain shape, a normal grain size distribution and a random misorientation distribution function.

Perhaps the most visually stunning result, quantified by the dramatic difference in $\beta_{01}$, is the difference between the $\Sigma 3$ and non-$\Sigma 3$ boundaries in the high $\Sigma 3$ and low $\Sigma 3$ samples (Fig. 5 and Table 1). In the low $\Sigma 3$ sample the $\Sigma 3$ boundaries were highly disconnected ($\beta_{01} > 1$), while the non-($\Sigma 3$) network almost looked like a normal microstructure and had a much smaller value of $\beta_{01}$. For the high $\Sigma 3$ sample the opposite was true. It was the $\Sigma 3$ network that was highly connected and the non-$\Sigma 3$ network that was disconnected. These same characteristics are illustrated in more detail in Fig. 7. The main difference in the variation in $\beta_{01}$ with threshold angle was that the high $\Sigma 3$ sample had lower connectivity at low cut-off angles, due to a relative increase in $B_0$ due to the presence of island grains, and a higher connectivity at higher cut-off angles, because there were more $\Sigma 3$ boundaries and they were more interconnected. The relatively disconnected nature of the random grain boundaries in Fig. 5d compared with Fig. 5b implies that the high $\Sigma 3$ microstructure would have greater corrosion resistance.

As mentioned earlier, the types of grain boundaries in the high and low $\Sigma 3$ samples have been characterized previously and three main differences were noted \cite{6,28}. The first was that more of the grain boundary length in the high $\Sigma 3$ sample was $\Sigma 3$ type (63\% compared with 42\%). The second was that a large fraction of the $\Sigma 3$ boundaries were not on parallel (1 1 1) planes [we refer to any $\Sigma 3$ boundary not comprising two parallel (1 1 1) planes as “incoherent”]. In the high $\Sigma 3$ sample 44\% of the $\Sigma 3$ boundaries were incoherent, while in the low $\Sigma 3$ boundaries 33\% were incoherent.
The third difference was that in the high $\Sigma 3$ sample a larger fraction of all of the triple junctions have at least two $\Sigma 3^n$ boundaries that meet. In the high $\Sigma 3$ sample 49% of all triple junctions had at least two $\Sigma 3^n$ boundaries, compared with 9% in the low $\Sigma 3$ sample [6]. Based simply on counting triple junctions, it is clear that there is a higher degree of correlation among the $\Sigma 3^n$ boundaries in the high $\Sigma 3^n$ sample, and this is reflected in the homology metrics.

This result reinforces a point brought out by Schuh et al. [19], that in extensively twinned microstructures the fraction of special boundaries is not a reliable indicator of the connectivity. Instead, it was found that triple junction content was an effective predictor of the largest clusters of random boundaries. This derives from the misorientation constraint at triple junctions, which demands that one of the grain boundaries that meets at a triple junction is always dependent upon the other two [33]. For example, if a $\Sigma 3$ and $\Sigma 9$ grain boundary meet, the third boundary must be $\Sigma 3$ or $\Sigma 27$. Therefore, as the concentration of $\Sigma 3^n$ grain boundaries increases there is a disproportionately larger probability that they will connect to similar boundaries, and this is reflected in the increased connectivity of the high $\Sigma 3^n$ sample and the related decrease in connectivity of the random network.

Inverse connectivity appears to be a sensitive, scale independent measure that provides information that cannot be derived from knowledge only of the relative areas of grain boundaries. The results presented here indicate that it is sensitive to the grain size distribution, the presence of twins and the misorientation distribution. Future work will focus on extending the present calculations to three-dimensional microstructures, which are becoming more readily available [34–36]. For this extension it should be noted that there is an additional topological parameter for three-dimensional structures, $B_2$, which is the number of enclosed cavities. This means that there may exist additional and analogous topological metrics for three-dimensional microstructures, such as the ratio of $B_0$-$B_2$. The investigation of

Fig. 7. Grain boundary networks for the Ni samples as a function disorientation threshold. (a–d) Thresholded boundary maps for low $\Sigma 3$ Ni for all boundaries with disorientation (a) >20°, (b) >41°, (c) >53° and (d) >59°. (e–h) Thresholded boundary maps for high $\Sigma 3$ Ni for all boundaries with disorientation (e) >20°, (f) >41°, (g) >53° and (h) >59°. (i) Plot of the inverse connectivity as a function of disorientation threshold for low and high $\Sigma 3$ Ni.
three-dimensional microstructures is of interest because features on plane sections that appear disconnected may actually be connected in the third dimension and, in addition to the well known misorientation constraint on grain boundaries at triple junctions, there is also a constraint on the grain boundary plane orientation that has not been fully explored. Specifically, all three grain boundary planes meeting at the triple line are constrained to lie in the same crystallographic zone. It is currently unclear if or how this will affect grain boundary character distributions.

5. Conclusions

The inverse connectivity $b_{01}$ provides a measure of the degree to which a boundary network is connected. As $b_{01}$ approaches zero the network is highly connected, approaching ideal. Increasing values of $b_{01}$ indicate diminished connectivity. The inverse connectivity in twinned microstructures is greater than in untwinned microstructure; it is also larger in a sample with a normal grain size distribution compared with a sample with a bimodal grain size distribution. The variation in inverse connectivity with threshold disorientation is quantitatively different in two samples with different misorientation distributions. Specifically, the sample with more $\Sigma 3$ boundaries has greater connectivity within the $\Sigma 3'$ network and the network of random boundaries is less connected. The inverse connectivity provides information about the grain boundary network that cannot be derived solely from knowledge of relative grain boundary areas.
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