ELSEVIER

Available online at www.sciencedirect.com

ScienceDirect

Acta Materialia 57 (2009) 6102-6112

P Acta MATERIALIA

www.elsevier.com/locate/actamat

Misorientation texture development during grain growth. Part I:
Simulation and experiment

J. Gruber *, H.M. Miller, T.D. Hoffmann, G.S. Rohrer, A.D. Rollett

Department of Materials Science and Engineering, Carnegie Mellon University, 5000 Forbes Avenue, Pittsburgh, PA 15213-3890, USA

Received 28 March 2009; received in revised form 15 August 2009; accepted 17 August 2009
Available online 5 October 2009

Abstract

Grain growth in two and three dimensions with anisotropic interfacial properties was simulated using the Monte Carlo method. The
relative effects of grain boundary energy and mobility anisotropy on number- and area-weighted misorientation distribution functions
(MDFs) were compared. Results indicate that energy anisotropy has a measurable effect on misorientation texture development, while
mobility anisotropy does not. Qualitatively similar results are obtained in all simulations regardless of dimensionality or crystal symme-
try. Microstructures with random orientation texture appear to evolve steady-state MDFs, while those with a preferred orientation do
not. Experimentally measured number- and area-weighted MDFs in polycrystalline magnesia are shown to be comparable to those mea-

sured in our simulations.

© 2009 Acta Materialia Inc. Published by Elsevier Ltd. All rights reserved.
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1. Introduction

Recent measurements of interfaces in polycrystalline
ceramics and alloys have demonstrated that grain bound-
ary character distributions (GBCDs) and misorientation
distribution functions (MDFs) are often significantly non-
random [1-10]. Additionally, a number of these reports
suggest that thermomechanical processing can be used to
control the relative frequency of internal interfaces with
special properties [2,8-11]. These processes have been
shown to result in improved bulk properties, e.g. corrosion
resistance or ductility. The ability to predict and control
interface texture is an essential step towards taking full
advantage of this technology.

The question of how nonrandom distributions of inter-
nal interfaces develop has not yet been fully answered.
Grain growth in a single-phase solid with anisotropic inter-
facial properties is perhaps the simplest physical process
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that might lead to interface texture, and several computa-
tional studies have reported the influence of anisotropic
interfacial properties on interface texture development
[12-20]. Results from these simulations suggest that grain
growth with anisotropic interfacial energy can result in
grain boundary distributions similar to those measured in
real materials.

Misorientation texture can develop as a result of changes
in the relative number of grain boundaries, the average arca
of grain boundaries, or both. However, most studies of mis-
orientation texture development have focused only on
changes to the area-weighted MDF. Previous simulation
work has shown that grain boundaries with relatively low
energy occur with greater than random frequency in area-
weighted MDFs. In particular, Holm et al. [14] introduced
a model for interface texture development that explains the
observed changes in area-weighted MDFs by boundary
lengthening at triple junctions. Although this model pro-
vides a physically reasonable mechanism for relative area
change, it does not predict the experimentally observed tex-
ture in the number-weighted MDF. For example, Saylor
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et al. [6] have reported an increase in both the relative num-
ber and area of low-energy boundaries in polycrystalline
strontium titanate.

In this work, we use conventional Monte Carlo simula-
tions to re-examine the effect of interfacial anisotropy on
misorientation texture development during grain growth.
The influence of various anisotropic energy and mobility
functions on MDFs are determined for a number of sys-
tems in both two and three dimensions. We provide simu-
lated and experimental evidence that both area- and
number-weighted MDFs are measurably affected by aniso-
tropic interfacial properties. These results provide the moti-
vation for a companion paper, hereafter called Part II,
which presents an improved model for predicting misorien-
tation texture development during grain growth [21].

2. Simulations
2.1. Microstructure generation

Because we do not expect grain boundaries with rela-
tively few pixels or voxels to accurately reproduce curva-
ture driven grain growth, we begin each simulation with
a microstructure that has a relatively large average number
of lattice sites per grain. We use either a 4096 square (two-
dimensional, 2-D) or 256* cubic (three dimensional, 3-D)
lattice. To produce the initial microstructure, unique spin
numbers were assigned to each lattice point, and the micro-
structure was coarsened with isotropic interfacial proper-
ties. After coarsening, the grains and grain boundaries
are reasonably well resolved, with an average of approxi-
mately 244 (2-D) or 470 (3-D) lattice sites per grain. The
initial 2-D microstructure had 68,651 grains and 203,271
grain boundaries, while the 3-D microstructure had
35,751 grains and 238,412 grain boundaries.

Each spin number in the Monte Carlo lattice is mapped
to a unique crystallographic orientation. To produce a ran-
dom orientation texture, we generate (Bunge convention)
Euler angles [22]

@, = 2nr
® = cos (1 —2ry) (1)
@, = 21r3

where each r; is a random floating point number in the
interval 0 < r; < 1. We also use nonrandom orientation
assignments to investigate the effect of texture. In this case,
orientations are generated randomly as above, but are se-
lected with a probability P based on their proximity to a
single favored orientation coinciding with a reference ori-
entation. Without loss of generality, we choose the sample
coordinate system. With the disorientation angle from the
sample axes 1}, we set

P0) = 2)

where o is a constant. The value o = 0 corresponds to ran-
dom orientation texture, while larger values of « produce

orientation textures that increasingly favor the preferred
orientation. Note that, regardless of the dimension of the
simulation domain, our orientations are completely general
3-D rotations.

In this work, the time evolution of any grain boundary
depends on both its local geometry and its misorienta-
tion-dependent properties. By performing simulations with
different spin to orientation mappings, we can effectively
sample many sets of grain boundaries without generating
additional microstructures. For each set of interfacial
properties we use 20 such mappings, sampling more than
four million grain boundaries at the initial state.

2.2. Monte Carlo method

The formulation of the Monte Carlo method used here
is based largely on common practice (see e.g. [23]). The
total system energy is given by

N N

E=E,+ Z : 2(0:) (i, /) (3)
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where E, is the reference state energy, N is the number of
lattice sites, y(0;) is the energy per unit area of grain
boundary with disorientation angle 0;;, and x(i, ;) is a func-
tion that is one if site 7 is a near neighbor of site j and zero
otherwise. Thus the only driving force for grain boundary
motion is the reduction of interfacial energy. For a general
lattice site, we use the 8 (2-D) or 26 (3-D) nearest lattice
sites as neighbors. These correspond to first and second
nearest neighbors on a 2-D square lattice or first, second
and third nearest neighbors on a 3-D cubic lattice. Finite
boundary conditions are imposed, and therefore sites on
the domain boundary have fewer neighbors than interior
sites.

The microstructure is evolved by an algorithm that
allows any site chosen at random to switch spins to that
of a nearest neighbor. Here we choose a possible new spin
randomly from a list of neighbor spins, although our tests
with alternative algorithms, such as that of Ono et al. [13],
produce similar results. We use the convention that N
(number of lattice sites) such possible flips constitute one
Monte Carlo step (MCS). A spin flip occurs with a proba-
bility P that depends on the total energy change of the sys-
tem AE, as well as grain boundary energy and mobility:

];’1/[(0‘1/') }:Y(UU) AE < O

P — max /max (4)
M(0) (6i) AE
Mma/x sz\/x exp [_ /;7({1if)i| AE >0

AE is calculated by evaluating Eq. (3) for both the altered
state and the original state, then computing their difference.
The constants v,,,, and M, are the maximum allowed
grain boundary energy and mobility, respectively. We use
Ymax = 1 and My, = 1 in all simulations. The constant f8
is an effective “lattice temperature”. For 2-D simulations
we set = 0.7, while for 3-D simulations = 1.5.
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Several choices made here, while common, are only a
matter of preference when performing Monte Carlo simu-
lations. For example, we perform simulations on Cartesian
grids, although other discretizations, such as the triangular
lattice (2-D), are common. Likewise, periodic boundary
conditions are often used as an alternative to finite bound-
ary conditions. Although these choices generally have little
effect on the microstructural evolution, it is known that
choosing an inappropriate value of f can lead to effects
such as lattice pinning (low f) or disordering (high f).
We have demonstrated elsewhere [24] that the relevant data
we wish to extract from Monte Carlo simulations are insen-
sitive to the boundary conditions used or to our choice of
lattice temperature f5.

2.3. Interfacial properties

Although a general misorientation is characterized by
three independent parameters, the grain boundary proper-
ties used in this work are explicit functions of a single
parameter, the grain boundary disorientation. The disori-
entation is defined as the smallest rotation angle from all
symmetrically equivalent misorientations. Our choice of
interfacial energy and mobility are therefore not completely
general functions of misorientation. However, our results
should be largely applicable to such cases, as will be dis-
cussed in Part II.

A number of grain boundary properties were used in
simulations with random initial orientation texture. The
grain boundary energy and mobility functions used here
are based on the Read—Shockley function [25]

. (9)_{%[1_ln(§)] 0<0 (5)
/RS 1 0> 0

where 0 is the grain boundary disorientation angle and ¢’ is
the constant cutoff angle, or a step function defined by

o0
V. 0 = 5 =
/step( ) { 1 0 > 0/.

where, again, 0 is the disorientation angle. Note that such
functions incorporate crystallographic symmetry implicitly
in the computation of disorientation angles. The same en-
ergy functions are used in both 2-D and 3-D simulations
(recall that in both cases fully 3-D orientations are mapped
to spins). We perform simulations with cubic crystal sym-
metry and the Read-Shockley function, 6 = 0°,15°,30°,
and 45°, as done in previous 2-D work by Holm et al.
[14], albeit at a different lattice temperature and with a tri-
angular lattice. Note that 0 = 0° implies isotropy. We also
include simulations with hexagonal crystal symmetry and
the Read-Shockley function with ¢ = 45° to determine
what effect crystal symmetry has on interface texture devel-
opment. While the Read—Shockley functions are physically
motivated, the step function is used to illustrate several
concepts that are discussed more completely in Part II.
Finally, simulations with mobility anisotropy in the form

(6)

of the Read-Shockley function were used for comparing
the relative effects of mobility anisotropy on misorientation
texture to those of energy anisotropy. In this case,

M —In(Y 00
MRS(H):{(i[ n (7)) 0> 0

with 0 = 45°, while the energy function is chosen to be iso-
tropic, i.e. y(0) = L.

Additionally, several 3-D simulations were performed
with anisotropic energy, cubic crystal symmetry and non-
random initial orientation distributions. Using the proba-
bility function defined by Eq. (2), we chose
o =4.20,6.05,9.45, or 16.80. These values of « result in ini-
tial (cubic) MDFs that are essentially zero for disorienta-
tions above 60°, 50°, 40° and 30°, respectively. All
simulations with nonrandom initial orientation texture
were performed using the 3-D microstructure with
Trs, ' = 45° and isotropic mobility. Here, as in all 3-D sim-
ulations, we use f# = 1.5 and finite boundary conditions.

(7)

2.4. Analysis

Measuring geometric features of a microstructure that
depend on crystallographic orientation requires a choice
in what constitutes a single grain or grain boundary. In
experiments, the limited accuracy of orientation measure-
ment imposes a lower bound for grain boundary misorien-
tation. This is not the case with Monte Carlo simulations.
Since each lattice point has a discrete spin or grain number
that is associated with a fixed orientation, the misorienta-
tion resolution limit is due only to numerical truncation
error, which is negligible. In our simulations we occasion-
ally observe two or more “grains” of low misorientation
meeting together, which then evolve as essentially a single
grain. We have chosen to impose a minimum disorientation
angle of 2° in all or our analysis so that our simulations are
more directly comparable to experiment.

Likewise, a suitable definition of grain boundary area on
a discrete lattice is required for the measurement of area-
weighted misorientation distribution functions. Since the
method used in evolving the system weights all nearest
neighbors of a lattice point equally, we have chosen to
count each pair of neighboring sites with different spins
as a unit grain boundary area. Although not presented
here, areca-weighted MDFs were also computed using only
4 (2-D) or 6 (3-D) nearest neighbors. There were no signif-
icant differences between area-weighted MDFs computed
using either method. While other neighbor counting
schemes may compute different absolute areas for a given
boundary, we assume that relative area measurements are
insensitive to the neighbor counting method since these
two neighbor counting schemes effectively compute upper
and lower bounds for the absolute area measurement.

Measuring number-weighted MDFs involves the same
procedure used in the area measurement, but individual
grain boundaries are given unit weight. To simplify this
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calculation, we assume that, if two grains share a bound-
ary, they share a single boundary. Therefore the set of all
neighbor pairs with spins i and j contribute one grain
boundary to the number count, while contributing a value
equal to the total number of such pairs to the area
measurement.

Because grain boundaries are continuously eliminated
throughout grain growth, it becomes increasingly difficult
to measure MDFs with a fixed angular resolution as each
simulation progresses. Additionally, random orientation
texture creates a bias for high angle grain boundaries
around the 45° disorientation. This implies that collecting
statistical data for low angle boundaries requires a signifi-
cantly larger sample of other boundary types. Given the
number of grains in our initial microstructures, we find that
the areca- and number-weighted MDFs can be measured
accurately with a 2° resolution in disorientation angle only
until the average grain diameter has increased approxi-
mately fourfold.

3. Experiment
3.1. Sample preparation

A polycrystalline, 3000 ppm Ca-doped MgO sample was
prepared for electron backscatter diffraction (EBSD) map-
ping. High-purity carbonates (Alfa Aesar Puratronic
MgCO;Mg(OH), + XH,0 99.996%, Alfa Aesar Puratron-
ic CaCO3 99.999%) were dry-ground in an alumina mortar
to promote mechanical mixing and uniform distribution of
the dopant. The combined carbonates were then calcined at
1100 °C for 5 h in three nested MgO crucibles to avoid con-
tamination in the furnace. The resultant powder was again
dry-ground and then compacted to approximately 1000 psi
in a half inch diameter cylindrical die using a Carver uniax-
ial press. The pellet was placed on a bed of mother powder
in three nested MgO crucibles and fired using the program:
5°Cmin~" to 900 °C for 10h, 5°Cmin~" to 1200 °C for
7h, 5°Cmin~! to 1600 °C for 7h, 5°C min~' to room
temperature. Rough grinding was completed with progres-
sively finer SiC paper, using Buehler Metadi fluid as a
lubricant as water tends to degrade MgO specimens. Final
polishing was accomplished using 1 pm and 0.1 pm dia-
mond in oil on Buehler Mastertex cloth. The sample was
then annealed at 1200 °C for 2 h and carbon coated (SPI-
Module Carbon Coater) to eliminate charging under the
electron beam.

3.2. Data collection and analysis

Crystal orientation maps were obtained from a planar
section using an EBSD mapping system (EDAX/TSL
OIM, version 4.5) integrated with a scanning electron
microscope (Philips XL40 FEGSEM). Maps were collected
on a hexagonal grid with 1 pm spacing. In total, 20 scans
were collected, covering a total area of 18.84 mm?. In this
sample, the average grain diameter was approximately

20 um. Minimal processing of the data included “grain
dilation clean-up” in the OIM software and assigning of
an average orientation to each grain. Remaining single
pixel grains and boundaries on such grains were ignored
in the final analysis. The data were then sampled on a
square grid and MDFs were computed with the same algo-
rithm as used for the simulated data, as described above.
The dataset used in computing the MDFs included
36,223 grains and 99,420 grain boundaries.

4. Results
4.1. General observations

The time-dependent behavior of grain size in simula-
tions with anisotropic interfacial properties is approxi-
mately the same as that in isotropic growth, as shown in
Fig. 1. The kinetic exponent n for isotropic growth in 3-
D is found to be n = 1.49, which is near the theoretical vol-
ume rate of change exponent value of 1.5 [26]. This is
nearly identical to the exponent for growth with aniso-
tropic energy in all cases. The kinetic exponent for average
grain area vs. time for isotropic growth in 2-D is found to
be n = 0.98, again near the theoretical area rate of change
value of 1.0. It is also clear that the absolute rate of grain
growth for simulations with anisotropy is slower than with
isotropic properties. Presumably, the rate is slower with
anisotropy because the average energy or mobility of
boundaries in such cases is less than it is in the isotropic
case.

The grain size distribution in all simulations appears to
be identical to that in the isotropic case (Fig. 2). Note that
in our computations we have excluded grains comprising
less than 10 lattice sites. We also observe that the grain size
distribution does not change appreciably with time.

The grain morphology after 3-D growth with aniso-
tropic properties is illustrated in Fig. 3. Grain shapes
appear to be mostly equiaxed, and we can visually locate
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Fig. 1. Grain volume V as a function of time ¢ for 3-D Monte Carlo
simulations. Here, “cubic” and “hexagonal” imply ygs(0) with 0 = 45°
and isotropic mobility and cubic or hexagonal crystal symmetry, while
“mobility” signifies Mrs(0) with 0’ = 45° and isotropic energy.
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(b) Grain size distributions throughout simulation
with yrg< @' = 45°.

Fig. 2. Grain size distributions for various 3-D Monte Carlo simulations.

Fig. 3. Microstructure from grain growth with ygg, 6 = 45°, 2000 MCS.

One-eighth of the simulation domain is shown.

several triple junctions with apparent dihedral angles which
are greater or less than the isotropic equilibrium value of
120°. The average topological properties of grains are
roughly the same with or without anisotropy. Excluding
grains on the domain boundary, we find that grains in three
dimensions have an average of about 13.8 faces and 5.3
edges, while grains in two dimensions have 6.0 faces. These
values remain approximately constant through time, and
are similar to values reported elsewhere [27].

4.2. Time dependence

In simulations performed with random orientation dis-
tributions, we find that after an initial transient state, both
area- and number-weighted MDFs reach what appear to be
steady-state distributions. To quantify the transient, we
introduce a value A(¢), defined as

A) = / 1£(0,1) — £(0.0)|do (8)

where f(0, ) represents either an area or number-weighted
MDF depending on the context. Thus A(¢) is just the L'
norm of the difference between a pair of distributions,
one of which is always the initial MDF. Note that A(?)
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Fig. 4. Plots of A(¢) for select 3-D Monte Carlo simulations with energy
functions ygs(0), 0’ = 45° and isotropic mobility.
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approaching a constant as ¢ increases is a necessary condi-
tion for the function f(0,1) to reach a steady state.

In Fig. 4 we show the time dependence of A(¢) for the
area- and number-weighted MDF during two particular
simulations. It is clear that for the simulation with cubic
crystal symmetry, A(¢) approaches some constant value.
In other simulations and at long times A(¢) continues to
change slowly, although this change is on the order of
A(¢) for isotropy. This implies that further changes in the
MDFs are due primarily to increasing measurement inac-
curacy, as the total number of boundary observations
decreases rapidly as grain growth progresses. We observe
that the transient regime is consistently longer for simula-
tions with larger energy anisotropy.

4.3. Property dependence

We observe a measurable change in the number- and
area-weighted MDFs produced during grain growth with
anisotropic interfacial energy. This is true for each energy
function used and regardless of dimension. Figs. 5 and 6
show the steady-state number- and area-weighted MDFs
for the simulations with cubic or hexagonal crystal symme-
try and Read-Shockley energy functions with a 45° cutoff
angle after a significant portion of the original grains have

0.04 AC ;
(0

==

n
o

0.03

2 0.02

0.01

(a) Cubic crystal symmetry.
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Fig. 5. Misorientation distribution functions after 2-D grain growth with
energy functions ygg(0), 0" = 45° and isotropic mobility at 1000 MCS. In
each case, the average grain area has doubled.

been eliminated by grain growth. In each case, the lowest-
energy boundaries are those closest to the origin. These
boundaries have increased in both number and average
area relative to the higher-energy boundaries at larger dis-
orientation angles. One consequence is that the area-
weighted MDF in all cases shows greater anisotropy than
the number-weighted MDF.

There appears to be a consistent inverse proportionality
between the grain boundary energy and the average bound-
ary area, as shown in Fig. 7. Fig. 7 also demonstrates that
the relationship between grain boundary energy and aver-
age area may not always be one-to-one. This implies that
the grain boundary’s position in disorientation space has
some influence on the average boundary area.

The effect of increasing energy anisotropy on the area-
and number-weighted MDFs is illustrated in Fig. 8. We
find that increasing energy anisotropy leads to both area-
and number-weighted MDFs, which are increasingly differ-
ent in comparison to those produced by isotropic grain
growth. Fig. 9 shows the results of the simulations with
energy anisotropy and isotropic mobility (labeled
“energy”), and with anisotropic mobility and isotropic
energy (labeled “mobility”). The effect of mobility
anisotropy on the MDF is noticeably weaker than that of
energy anisotropy. In fact, both area- and number-
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(b) Hexagonal crystal symmetry.

Fig. 6. Misorientation distribution functions after 3-D grain growth with
energy functions ypg(6), 0 = 45° and isotropic mobility at 500 MCS. In
each case, the average grain volume has doubled.
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Fig. 7. Normalized average boundary area (4)(0)/(4) and grain bound-
ary energy y as a function of disorientation 0 for Monte Carlo simulations
with anisotropic energy, isotropic mobility and cubic crystal symmetry at
500 MCS.

weighted MDFs resulting from grain growth with mobility
anisotropy are negligibly different from those developed
with isotropic properties. These results are in agreement
with previous findings using, for example, phase field and
moving finite element methods [15,20].

4.4. Orientation texture dependence

The area- and number-weighted MDFs presented above
for simulations with anisotropic energy all show deviations
from a random distribution. Clearly, the orientation tex-
ture of the microstructure has a large effect in determining
how the MDFs might evolve. We now describe results from
simulations with nonrandom orientation texture.

First, we find that the kinetics of such simulations are
not significantly different from the cases with random ori-
entation texture. Fig. 10 shows the average grain volume
(in voxels) as a function of simulation time. As above,
the grain growth exponent in simulations with anisotropic
energy tends to be slightly lower than with isotropy. Like-
wise, the grain size distribution appears to be similar for all
simulation conditions as well as constant through time
(Fig. 11).
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(b) Number weighted MDFs in multiples of ran-
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Fig. 8. Area- and number-weighted MDFs in multiples random for
various Read-Shockley-type energy functions and isotropic mobility.
Data are from 3-D Monte Carlo simulations at 500 MCS.

The average area of grain boundaries in simulations
with nonrandom orientation texture follows the same
behavior as with random orientation texture (Fig. 12).
These functions appear to be identical, but each shifted
along the y-axis, likely due to the fact that those simula-
tions with greater orientation texture have far fewer high-
angle boundaries and therefore larger values of (4) at ear-
lier simulation times.

Despite these similarities to simulations with random
initial orientation texture, we find qualitatively different
behavior of the area- and number-weighted MDFs. In par-
ticular, there appears to be no steady state within the time
interval simulated (Fig. 13). Even in the most weakly tex-
tured case with o« = 4.20, where the initial MDFs do not
appear to be particularly far from the Mackenzie distribu-
tion, the misorientation texture continues to evolve
through time. As the average boundary areas are similar
to those found with random orientation texture, it must
be that this difference is due to a drastic increase in the
number of low angle grain boundaries. We cannot exclude
the possibility that these MDFs eventually reach a steady
state without simulating to longer times.
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Fig. 9. Area- and number-weighted MDFs for Read-Shockley-type
energy or mobility functions. Data are from 3-D Monte Carlo simulations
at 500 MCS.
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Fig. 10. Average grain volume (V) as a function of time for simulations
with nonrandom orientation texture.

The reason for this increase in misorientation texture
seems to be a the continuous strengthening of the orienta-
tion texture. Fig. 14 shows orientation distribution func-
tions measured at the initial state and at 4000 MCS for
the simulation with o = 4.20. The initial orientation distri-
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Fig. 11. Grain size distribution for simulations with nonrandom orien-
tation texture at 500 MCS.
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Fig. 12. Relative average area (4)(0)/(4) of grain boundaries as a
function of disorientation angle 6 for simulations with nonrandom
orientation texture at 500 MCS.

bution shows preferential alignment with sample axes, as
expected, while the orientation distribution at 4000 MCS
shows that this preferred texture has become stronger as
grain growth has progressed. Because we have chosen to
use an energy function that is an increasing function of dis-
orientation, we might expect that with our chosen orienta-
tion texture the high-energy boundaries typically exist on
those grains that are not aligned with the sample axes. That
is, we expect a correlation between high-energy grain
boundaries and grains that do not have the preferred orien-
tation. We have shown that high-energy boundaries are
eliminated preferentially by the grain growth process, and
presumably this affects the lifetime of such grains. In simu-
lations with random orientation texture, there should be no
correlation between high-energy boundaries and any grain
orientation, explaining why there is no orientation texture
development in such cases.

The orientation texture of the microstructure determines
in some part what the expected MDFs should be. We
define the texture-weighted MDF (TMDF) as the probabil-
ity density of grain boundary types given by random selec-
tion of grain pairs from the polycrystal orientation
distribution function (ODF). For example, in systems with
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Fig. 13. Area-weighted MDFs measured for simulations with nonrandom
orientation texture.

random orientation texture the TMDF is just the (cubic)
Mackenzie distribution or its analogue for other crystal
symmetries. The TMDF can be estimated numerically from
orientation texture data by randomly selecting existing
pairs of grain orientations, thereby generating a list of pos-
sible grain boundaries with which to compute the TMDF
in the same way that we compute the MDF. Fig. 15 shows
the texture weighted MDF as a function of time for two
simulations with nonrandom orientation texture. The
changing orientation texture increases the bias towards
low angle grain boundaries, and this appears to be the pri-
mary reason for the differences between the MDFs mea-
sured in these and the random orientation texture
simulations.

4.5. Validation of simulation results

Here we compare our results with experimental mea-
surements from polycrystalline magnesia samples with ran-
dom orientation texture. The experimentally measured
MDFs from polycrystalline MgO exhibit the same trends
as our simulations, as shown in Fig. 16. Both number-
and area-weighted MDFs are measurably nonrandom,
with low-angle boundary enhancement comparable to the
simulation with ygg, 0 = 15°. Significant deviations occur
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(a) ODF at 0 MCS.
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(b) ODF at 4000 MCS.

Fig. 14. Orientation distribution function for simulation with nonrandom
initial orientation texture with o = 4.20 at 0 and 4000 MCS.

in the two low-angle bins, presumably due to an insufficient
total number of observations (15 and 41 observations,
respectively). While the absolute changes in the number-
and area-weighted MDFs are similar, it is clear that the
average area of low-angle boundaries has increased, as in
Fig. 16. These results suggest that an increase in both the
number and average area of grain boundaries contributes
to interface texture development in real materials.

5. Discussion

As previously stated, the fact that the area fraction of
low-energy grain boundaries increases during grain growth
has been observed in a number of 2-D and 3-D simulations
[12-14,16,20]. There are inherent difficulties in measuring
the number-weighted MDF for the low-angle regime in
microstructures with random orientation texture, as the
proportion of such boundaries is only a small fraction of
the total number of grain boundaries. While nearly all of
the listed studies lack measurements of the number-
weighted MDF, we note that Holm et al. [14] report a
“minimal increase” in the number-weighted MDF during
anisotropic growth. Although they do not report the num-
ber of boundaries used in computing MDFs, from inspec-
tion of their microstructure at the time of computation,
and assuming three boundaries per grain, a reasonable
approximation is 3750 grain boundaries. We find that the
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Fig. 15. TMDF as a function of time for simulations with nonrandom
orientation texture.

number-weighted MDF appears random in measurements
with fewer than 10,000 grain boundaries. Presumably, the
small increase in the number-weighted MDF for low-
energy boundaries was comparable to the noise in their
measurements. Because we have found a measurable
anisotropy in the number-weighted MDF of a real material
(Fig. 16) which is quantitatively similar to those found in
our simulations, we conclude that changes in both the rel-
ative number and area of grain boundaries occur during
grain growth.

Holm et al. [14] proposed a model for the increased
length (area) of low-energy boundaries driven by the
requirement of interfacial equilibrium at triple junctions.
This model attempts to explain why low-energy grain
boundaries have relatively larger average areas, which the
present study (Fig. 7) and others have confirmed [20]. Such
a model, however, does not explain why low-energy bound-
aries also appear in greater numbers. Because the number
of boundaries of any type changes only by topological
events that create or annihilate grain faces within the
boundary network, a suitable model must depend in some
way on the relative rates of such events. A model based on
these rates will be presented in Part II [21].

The grain boundary energy anisotropy has a much lar-
ger influence on interface texture development than mobil-
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Fig. 16. Area- and number-weighted MDFs and relative average grain
boundary area from polycrystalline magnesia with random orientation
texture.

ity, which is in agreement with previous findings [15,20].
All such computations were performed on simulation
domains with random orientation texture, and it is likely
that given a nonrandom initial orientation texture, mobil-
ity anisotropy might contribute to changes in the MDF,
e.g. as in abnormal growth [28,29]. Here we have only stud-
ied the effect of energy anisotropy on grain growth in sys-
tems with nonrandom orientation texture, but our results
are qualitatively similar to previous work with stronger tex-
ture [14].

Finally, we note that misorientation texture develop-
ment occurs without any significant effect on such micro-
structural features as the grain size distribution, average
grain properties like the number of edges or faces, and only
a minimal change in grain growth rate.

6. Conclusions

Monte Carlo simulations of 2-D and 3-D grain growth
with anisotropic energy and mobility and random orienta-
tion texture were performed. Grain boundary energy
anisotropy was found to produce a measurable effect on
both number- and area-weighted MDFs. The average arca
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and number of relatively low-energy grain boundaries
increases relative to higher-energy grain boundaries. The
effect of mobility anisotropy on interface texture appears
to be insignificant, in agreement with previous results. In
simulations with random orientation texture, both area-
weighted and number-weighted MDFs develop into
steady-state distributions after some initial transient, while
simulations with a preferred orientation texture exhibit a
continuously evolving MDF. Similar results are obtained
in all simulations regardless of dimensionality, crystal sym-
metry or the form of the energy function. Measured num-
ber- and area-weighted MDFs in polycrystalline MgO are
qualitatively similar to those produced by simulations with
anisotropic energy.
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