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We have used electron backscattered diffraction patterns to
determine the misorientation of 201 adjacent pairs of
grains in a magnesia polycrystal. The width and depth of
the thermal grooves formed by these same grain bound-
aries were also measured by atomic force microscopy
(AFM). By simulating the errors associated with the AFM
observations and comparing our observations to existing
data for magnesia and alumina, we show that, under ap-
propriate experimental conditions, surface dihedral angles,
relative grain-boundary energies, and surface diffusivities
determined from AFM measurements are consistent with
data acquired by more laborious techniques. Correlation of
the grain-boundary misorientation and thermal groove ge-
ometry leads to the observation that grain boundaries with
small misorientations, regardless of the rotation axis, have
shallow thermal grooves and relatively low grain-boundary
energies. Furthermore, numerous boundaries with rela-
tively large misorientations but shallow thermal grooves
correspond to special boundaries near coincident-site-
lattice (CSL) misorientations. Finally, the data set indicates
that factors other than the boundary misorientation, such
as anisotropy of the surface energy and the grain-bound-
ary tangent plane, play a role in determining the groove
geometry.

I. Introduction

THE most common way to experimentally probe relative
grain-boundary energies is to measure the geometry of the

thermal grooves that form where the boundaries intersect a free
surface. The relationship between the interfacial geometry and
the interfacial energies was first quantified by Herring,1 who
reasoned that, if the line where a grain boundary meets two free
surfaces is stationary and in local equilibrium, the forces ex-
erted on this junction by the three interfaces must sum to zero.
This force balance is expressed in the following equation.

git i + ni

­gi

­u
= 0 (1)

Here, gi is the excess free energy per unit area of theith
interface;t i the unit vector that lies in theith interface and is
normal to the line of intersection of the three interfaces (l); and
ni the unit vector normal to the line of intersection, such that
ni 4 t i × l. The configuration of these vectors is illustrated in
Fig. 1(a). In principle, it is possible to completely determine the

interfacial energies by observing the geometry of a sufficient
number of interfaces among crystals of known orientation. For
example, if the interfacial energies are represented as Fourier
series or expansions of lattice harmonics, then these functions
can be determined by fitting observed geometric and orienta-
tional parameters to a set of unknown coefficients. Until re-
cently, this approach was experimentally impractical in all but
a limited number of cases for which samples with a model
microstructure could be fabricated.2,3 As a result, the existing
measurements on ceramics are rather limited in scope,4–14 and
experimental data have been analyzed under the assumptions
that the so-called torque terms,­gi/­u in Eq. (1), are negligible;
that the surface energy is isotropic; and that the grain-boundary
energy is a function of its misorientation but not of its tangent
plane. Under these conditions, Eq. (1) reduces to:

ggb

gs
= 2 cos

cs

2
(2)

In Eq. (2), the ratio of the grain-boundary excess free energy to
the surface excess free energy (ggb/gs) is a function of the ex-
perimentally measured surface dihedral angle of the groove,cs.

In past studies of relative grain-boundary energy, data have
been collected both from boundaries in model bicrystalline
specimens4–10 and from boundaries in sintered polycrys-
tals.11–14The advantage of studying bicrystals is that the mis-
orientation among the two crystallites, the grain-boundary
plane, and the indexes of the free surfaces are all defined by the
conditions of the experiments or by theoretical models. There-
fore, the dependence of the grain-boundary-to-surface energy
ratio on the misorientation angle can be determined. However,
because bicrystal fabrication is labor-intensive, such data usu-
ally are limited to a few low-index rotation axes. Although the
studies of polycrystals potentially sample a much wider range
of misorientation space, the existing data are limited to median
values of the grain-boundary-to-surface energy ratio deter-
mined from distributions of randomly selected boundaries with
unknown misorientations.

The objective of the present paper is to describe a facile
method of measuring the geometry of thermal grooves in sin-
tered polycrystals and the misorientation of the adjoining crys-
tallites. Thermal groove geometries are determined by atomic
force microscopy (AFM), and crystallite orientations are de-
termined using orientation imaging microscopy (OIM).15 Us-
ing such data, it is possible to specify the misorientation de-
pendence of the grain-boundary-to-surface energy ratio. After
describing the procedures used for our measurements, we com-
pare the distribution of angles that we observed in alumina and
magnesia, using AFM, with those measured by the metal ref-
erence line (MRL) technique.13 We then describe the misori-
entation dependence of the grain-boundary-to-surface energy
ratio in magnesia. Although the energy ratios have been cal-
culated using Eq. (2), the results suggest that it is possible to
analyze more extensive data using Eq. (1), so that both the
grain-boundary and surface energies can be determined without
neglecting anisotropy and the contributions from the torque
terms.
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II. Experimental Procedure

(1) Sample Preparation
The alumina samples used in the present study were made

from 99.99% pure alumina powder (AKP-50, Sumitomo
Chemical America, Inc., New York). The powder was com-
pacted mechanically in a uniaxial press at 28 MPa and then
isostatically pressed at 280 MPa to form disk-shaped pellets 25
mm in diameter and averaging 2.4 mm thick. The pressed
pellets then were packed in an alumina crucible with the parent
powder and fired for 5 h in air at1600°C. This process pro-
vided samples with a relatively small grain size (3.2mm) that
were used to study grooving kinetics. After the samples had
been sintered, the surfaces were ground and polished mechani-
cally, using diamond suspensions, down to a diamond particle
size of 0.25mm. The grain boundaries of these samples then
were thermally grooved in air at 1400°C, and selected bound-
aries were examined repeatedly by AFM after 1, 2, 3, 4, 6, 8,
10, and 20 h of annealing.

A second set of samples, from which the dihedral angle
distribution was determined, were processed in a similar fash-
ion. In this case, the same powder was compacted mechanically
in a uniaxial press at 76 MPa to form disk-shaped pellets 10.5
mm in diameter and averaging 2.3 mm thick. The pellets then
were packed in an alumina crucible with the parent powder and
fired for 25 h in air at 1700°C. The average grain size in these
samples, as determined by the linear intercept method, was 8.0
mm. After the samples had been ground and polished, thermal
grooving was conducted in a conventional box furnace. To
minimize contamination from the refractories, the samples
were contained in a single-crystal sapphire crucible and sur-
rounded by the parent powder. A heat treatment of 1 h yielded
grooves with an average width of 2.3mm.

Magnesia powder was formed by decomposing 99.7% pure
magnesium carbonate (Fisher Scientific Co., Pittsburgh, PA) at
997°C in air. The calcined powder was compacted uniaxially at
76 MPa and then isostatically at 276 MPa, to form disk-shaped
pellets 20.0 mm in diameter and averaging 2.8 mm thick. The
disks then were packed in a magnesia crucible with the parent
powder and sintered for 48 h in air at 1600°C. After the
samples had been sintered, the surfaces were ground and pol-
ished mechanically, using diamond suspensions, down to a

diamond particle size of 0.25mm. Thermal grooves were
formed by annealing the polished samples for 5 h in air at
1400°C. These anneals were conducted in air in a conventional
box furnace. The samples were enclosed in a magnesia crucible
and surrounded by the parent powder. The average grain size of
these samples was 40mm, and the average width of the thermal
grooves was 2.4mm.

(2) AFM Imaging
The microscope used in this study was capable of making

topographic, contact AFM images at any point on a sample
surface within a 6.25 cm2 area. This instrument (a StandAlone
AFM, Model SAA-125, Digital Instruments, Tonawanda, NY),
positioned above the sample mounted on anX-Y translation
stage (Model TSE-150, Burleigh Instruments, Fishers, NY),
was capable of reproducibly positioning the sample with 50 nm
resolution. The advantage of this system was that, once a co-
ordinate system and reference frame were established (with
respect to an intentionally introduced fiducial mark), it was
possible to return to identical positions on the sample surface
after repeated thermal treatments or to position the sample
based on lower-resolution data from the AFM or other micro-
scopes. Silicon nitride cantilevers (Model LNP, Digital Instru-
ments) were used as probes.

The factors that potentially contribute to errors during an
attempt to make quantitative geometric measurements with an
AFM include the scanner calibration, the information density
of the image, the definition of the surface normal, the back-
ground subtraction, and the convolution of the tip shape with
the sample surface. Each of these experimental factors, and the
procedures used to minimize its impact, is described briefly
below.

The lateral and vertical calibrations for our AFM were es-
tablished using a lithographically produced standard grating
supplied by the manufacturer. The calibration was checked
for consistency with the scanners on other microscopes in our
laboratory, which have been calibrated using surface crystal-
lographic features.16 The second consideration was the in-
formation density of the images from which the measurements
were made. The topographic data were collected pixel-
by-pixel, and the lateral resolution limit was determined by
the pixel spacing. Groove measurements were made using im-
ages composed of 512 lines, with 512 pixels per line, and
linear dimensions of 4–10mm. Therefore, the lateral resolu-
tion limit was between 8 and 28 nm, and the shape of each
groove was defined by a minimum of 80 pixels. Typically,
groove traces consisted of several hundred pixels. In the ver-
tical dimension, height differences of <1 nm typically were
resolved.

The objective of the present study was to measure topo-
graphic deviations from the average surface plane, and so it
was important that the sample have flat, parallel surfaces and
that the surface be parallel to the AFM scanning plane. Because
the AFM scanning plane was somewhat arbitrary, in that it
could be altered with the instrumental tilts, we made sure that
the sample had two flat, parallel surfaces before the measure-
ment. These surfaces were achieved by polishing the sample in
a piston-style mount and measuring the deviations from pla-
narity using an inductive axial movement gauge head (Model
GT22, TESA Measurement Systems, Novi, MI) with a resolu-
tion of 0.1mm. Based on these macroscopic measurements, the
samples used for the thermal groove measurements were flat to
±2.5 mm over lateral distances of 1 cm. After the sample was
mounted onto the AFM stage, the flat surface then served as a
reference plane, and the instrumental tilts were adjusted so that
the angle between the sample surface plane and the image
plane was less than 1° over a 100mm scan area.

It is especially important to base geometric measurements on
uncorrected topographic data. Many AFM operating systems
automatically subtract background planes, an operation that
distorts the actual topography. The only background subtrac-
tion used for our measurements is a constant offset applied

Fig. 1. Schematic geometry of the thermal groove. (a) Local view of
a triple line, where two free surfaces and a grain boundary meet;
quantities in Eq. (1) are depicted. (b) Projection, parallel tol, illus-
trating schematic macroscopic structure of surface thermal groove.
Aspect ratio of the groove is exaggerated for clarity. Labeled dimen-
sions are described in the text.
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equally to each pixel. This operation is used to center the
contrast range and does not distort the topography. The con-
volution of the AFM probe shape with the sample surface
topography is a well-known problem in AFM imaging. This
problem is greatest during attempts to measure concave shapes,
such as grain-boundary grooves.

The central issue is illustrated in Fig. 2. As the AFM probe
descends into the groove, its vertical position is actually deter-
mined by a point on the side of the tip, not by the point at the
end of the tip. For relatively steep and/or narrow grooves, this
determination leads to a systematic underestimation of the
depth and slope. The magnitude of this systematic error de-
pends on the aspect ratios (width to depth) of the groove and
the tip. It is possible to determine the systematic errors asso-
ciated with measuring specific shapes with specific probes17–19

by using established simulation methods. Thus, we have the
choice of either correcting the observed data or finding do-
mains for the experimental parameters in which the errors are
small enough to be tolerated.

To explore the errors involved in measuring grooves by
AFM, we used the envelope reconstruction simulation
method.17 We began by developing model surface groove to-
pographies with a variety of dihedral angles and widths, using
the solution to the quasi-static groove profile developed by
Mullins.20 Although the ideal Mullins groove shape is conve-
nient to use, it does not accurately describe the shapes of
grooves with small surface dihedral angles (cs < 140°). Rob-
ertson’s21 numerical determination of the quasi-static groove
profile shows that, for a given dihedral angle and groove width,
the profile predicted by the Mullins20 equation is too deep. In
other words, the Mullins shape is actually more challenging to
measure than the expected groove shape. Thus, by simulating
profiles measured from the Mullins20 groove profile, we were
certain of obtaining an upper limit for the systematic error.

Our two-dimensional model probe tip is a triangle with an
inner angle of 35° capped by a circle with a radius of 60 nm
(probes with smaller inner angles are commercially available
but not as robust). This shape conforms to the maximum size
specified by the manufacturer and is consistent with high-
resolution SEM images of probe tips after use.

Again, we chose the most pessimistic dimensions because
we were interested in determining the maximum error. Based
on simulated images of predefined grooves that spanned the
range of expected geometries, we calculated the error in the
measured groove width,W; groove depth,d; and groove angle,
b. (These parameters are defined in Fig. 1(b).) The results,
summarized in Fig. 3, show that the error inb, determined

from measurements ofd andW, decreased as the groove width
increased.

Based on the results of the simulations, we drew the follow-
ing conclusions. First, the convolution of the tip shape and the
surface topography did not create an error in our measurement
of the groove width,W. Second, the inner angle of the tip
limited the range of dihedral angles that could be measured
reliably tob # 55° (cs $ 70°). However, based on previously
reported measurements of dihedral angles, we expected the
population of inaccessible boundaries to be very small or non-
existent.13 Finally, as the boundary width increased, both the
depth (d) and the angle (b) were measured with acceptable
accuracy. Based on these results, we confined our observations
to grooves with an average width >2mm.

Determining the dihedral angle from measurements ofd and
W, rather than from direct measurements ofb, eliminates the
errors associated with measuring the slope. To computeb, we
must determine the slope from at least 10 pixels near the
groove root. Because the slope continuously decreases with
distance from the groove root, the averaging necessary for
calculating a slope leads to a systematic underestimation ofb.
This result is essentially the same problem analyzed by Hand-
werker et al.22 for groove measurements using other tech-
niques. We can eliminate this particular source of error by
computingb based on the known relationship betweenW and
d determined by Robertson.21 Although a systematic error in
the measurement ofd remains, the simulation results show that
it is relatively small.

Specifically, the present simulation results showed that, in
the worst case, we underestimated the depth of a 2mm wide
groove by less than 5%. The most challenging geometry en-
countered in our study was a boundary withcs 4 82° and
W 4 2.2 mm. Our simulations showed that, for such a bound-
ary, the maximum error incs was 4°, which corresponds to an
error in ggb/gs of 0.05. At the median of the observed distri-
bution (cs 4 105° andW 4 2.4 mm), the errors incs and
ggb/gs were 2° and 0.03, respectively. Because we made as-
sumptions that tended to maximize the estimated error, the real
errors derived from the convolution of the tip and groove shape
actually must have been smaller.

In summary, consideration of the potential systematic errors
led us to the following procedure for determining surface di-
hedral angles. First, the specimens were polished so that they
had two flat, parallel surfaces. Second, thermal treatments were
used to groove the surfaces, so that the average width was at
least 2mm. Before collecting data, the AFM was adjusted so
that the image plane was parallel to the surface plane. Based on
low-resolution maps of the surface, theX-Y translation stage
was used to seek triple junctions, such that AFM topographs,

Fig. 2. Illustration of why AFM topographs systematically underes-
timate the depths of narrow, deep grooves. Because the point at which
the tip contacts the groove surface is not on the tip axis, the slope of
the concave shape and its depth are systematically underestimated.
Vertical axis is amplified with respect to the horizontal axis; this
aspect ratio distorts the actual shape of the tip, which has an inner
angle of 35°.

Fig. 3. Comparison of the values of the angleb, determined from
measurements ofW and d, with actual values for model thermal
grooves of different width (W) and angle,b. As the grooves become
wider, the measured and actual values converge.
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4–10mm on each side, could be recorded with an information
density of 512 pixels per row and 512 rows. In each image, the
triple junction was centered so that there were three grain
boundaries. We then measured the geometry of each boundary
by selecting linear traces over each of the three boundaries and
searching the traces for maximum and minimum points at each
groove. This procedure is illustrated graphically in Fig. 4.

Using three traces over each boundary provided three mea-
surements ofW andd for each groove, which were averaged to
yield final values from which the surface dihedral angle was
determined. In several cases, we made 10 measurements ofW
and d at different positions along boundaries with some cur-
vature, where there were potential differences in the indexes of
the free surfaces bounding the groove and in the grain-
boundary tangent plane. Based on such measurements, we es-
timated that the standard deviation resulting from measuring
different positions in the same groove was 4° incs. When this
process was repeated on straight boundaries, where all three of
the interfaces bounding the groove remained constant, the stan-
dard deviation associated with the random errors in our mea-
surement procedure was 1° incs for each boundary.

(3) Determining Grain Orientations
The grooved samples examined by AFM also were imaged

(uncoated) in a scanning electron microscope (Model
XL40FEG, Philips Electronic Instruments, Mahwah, NJ). Us-
ing fiducial marks on the sample, we located the grains exam-
ined by AFM and obtained electron backscattered diffraction
patterns (EBSP) for each grain (examples are illustrated in Fig.
4). The patterns were obtained either by pointing the beam
directly at individual grains or by scanning the beam system-
atically over a selected area and recording a diffraction pattern
at each point. All of the patterns were indexed using orientation
imaging microscopy software (version 2.5, TexSEM Labora-
tories, Inc., Draper, UT), which returned a set of Euler angles
for each grain. The Euler angles from adjacent grain pairs then
were used to define the misorientation by deriving the pair’s
common axis and the rotation angle about the axis that brought
the crystallites into coincidence.

Following convention, the axis/angle representations of mis-
orientation were parameterized as Rodrigues vectors, where the
vector lies in the direction of the misorientation axis and has a
magnitude that scales with the misorientation angle.23 By im-
posing the conditions that the rotation axis lay in the standard
cubic stereographic triangle and the rotation angle was as small
as possible, we obtained the symmetrically equivalent Rod-
rigues vectors that lay in an irreducible wedge of cubic mis-
orientation space (also referred to as the MacKenzie cell).24,25

III. Results

(1) Misorientation Averaged Results
Figure 5 shows the distribution of dihedral angles that we

observed for alumina (Fig. 5(a)) and magnesia (Fig. 5(b)), as
determined from AFM measurements ofW andd. In the past,
various techniques have been used to measure thermal grooves
on similar samples. These data were reviewed by Handwerker
et al.,13,22 who showed that systematic errors in the measure-
ment decreased as the resolution increased.

Thus, the most reliable preexisting measurements are based
on MRL observations. Handwerkeret al.13,22 corrected the
MRL observations to account for the resolution limit of the
technique, and we have plotted the corrected data for compari-
son in Fig. 5. The median values of the distributions measured
by AFM and the MRL techniques are the same, 106° for alu-
mina and 105° for magnesia. However, there are some differ-
ences in the shapes of the distributions.

We also examined the kinetics of groove formation in alu-
mina to see if our AFM observations were consistent with
earlier studies. The AFM images in Fig. 6 show the same
region of the surface at different times (1, 6, and 10 h) during
an anneal at 1400°C. As the annealing time increased, the
boundaries became deeper and wider, and the facets on the
grain surfaces coarsened. At intervals of 1, 2, 3, 4, 6, 8, 10, and
20 h, during an anneal at 1400°C, the widths of three different
boundaries were monitored. While depth measurements of
such narrow boundaries would be unreliable, the width mea-
surement was unaffected by the tip/groove convolution.

Fig. 4. (a) Typical contact AFM image of the point where a triple junction intersects the surface of a magnesia polycrystal. Black lines show the
locations at which the three topographic traces in (b) were obtained. Values ofW andd are obtained from each trace; final values ofW andd are
determined by averaging three measurements from profiles at different locations on each groove. Standard deviation of the data acquired in this
manner is 4°. (c) EBSP for each grain labeled in (a); these data are used to determine the misorientation.
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Mullins20 showed that the quasi-static groove profile de-
pends on the atomic removal mechanism and that the slope (m)
of an ln (W) versus ln (time) plot can be used to differentiate
among surface-diffusion (m 4 0.25), volume-diffusion (m 4
0.33), and evaporation/condensation (m 4 0.50) mechanisms.
The time dependence of the width of three separate grooves is
illustrated in Fig. 7. The slopes of the three curves (m 4 0.21,
0.24, and 0.24) are closer to the slope predicted when a surface-
diffusion mechanism (m 4 0.25) is assumed, rather than the
alternatives.

Assuming that the grooves are formed by surface diffusion,
the groove width data can be used to compute a surface-
diffusion coefficient. Based on Mullins’20 analysis, the surface
diffusion coefficient (Ds) is given by the following equation.

Ds =
W4kT

4.64gsvV
2Nt

(3)

Surface-diffusion data for alumina have been reviewed previ-
ously by Tsoga and Nikolopoulos.14 The constants from Eq. (3)
were taken from this earlier work, to facilitate a comparison
with the current data. Specifically, the molecular volume (V) is
2.11 × 10−23 cm3/molecule, the surface energy (gsv) is 1.25
J/m2, and the number of diffusing species (N) is V−2/3; k andT
are Boltzmann’s constant and the absolute temperature (1673
K), respectively.

Tsoga and Nikolopoulos14 used optical measurements to de-
termine the groove width as a function of time and, based on
their findings,Ds at 1400°C in air should be 4.9 × 10−9 cm2/s.
This number was computed based on average widths and ig-
nores the anisotropy of the surface energy and diffusivity. Re-
sults from other groups were cited in the same paper, and when
extrapolated to 1400°C, they vary from 5 × 10−10 to 1 × 10−7

cm2/s. The widths from the three boundaries we measured led
to surface-diffusion coefficients of 9.4 × 10−10, 1.4 × 10−9, and
5.3 × 10−11 cm2/s. The average of these three numbers falls in
the lower end of the range observed in past studies.14

The scatter in our measurements from different boundaries
probably indicates the anisotropy of the surface diffusivity and/
or surface energy. The lowest of our three values, which de-
rives from a shallow, narrow boundary, falls outside the range
of previous observations. However, because of its size, such
boundaries would be overlooked in an optical study. After
20 h of annealing, the width of this particular boundary is
<500 nm, one-half the size of the smallest boundary reported in
the earlier work.

(2) The Effect of Grain-Boundary Misorientation
The surface dihedral angle data can be used to represent the

ggb/gs ratio as a function of misorientation. As described ear-
lier, we represent the misorientation between two grains as a
Rodrigues vector, with componentsR1, R2, and R3, in the
irreducible wedge of cubic misorientation space. The distribu-
tion of observed grain boundaries in the irreducible wedge is
shown in Fig. 8. Each point in the plot represents an observed
grain boundary, and the points are shaded in proportion to the
size of theggb/gs ratio. The darkest points correspond to the
lowest values, whereas the brightest correspond to the highest
values. Based on the cluster of data near the origin, a large
fraction of boundaries have small misorientations (the magni-
tude of the Rodrigues vector is small). In other words, there is
a high population of low-angle grain boundaries in this sample.
Furthermore, because most of these points have a relatively
dark shading, these boundaries have the lowest relative values
of theggb/gs ratio. Thus, the low-angle boundaries must have a
relatively low energy.

IV. Discussion

It is important to verify that the AFM measurements de-
scribed here lead to results consistent with those of previous
studies using accepted techniques. Handwerkeret al.22 pub-
lished a detailed discussion of the errors associated with deter-
mining surface dihedral angles by optical microscopy, optical
interferometry, and SEM. Their analysis showed that such
measurements systematically overestimate the true surface di-
hedral angle and that the error diminishes as the resolution limit
increases. Based on this analysis, Handwerkeret al.22 esti-
mated that the median dihedral angles observed by MRL in
alumina and magnesia were 9° and 7° larger, respectively, than
the true median value. These corrected data sets are included in
Fig. 5.

The error analysis method used by Handwerkeret al.22 does
not apply directly to AFM images, because the vertical reso-
lution in a topograph is many times greater than the horizontal
resolution. For this reason, we used envelope reconstruction
simulation methods to determine the maximum errors in our
observations. For wide grooves, our maximum systematic er-
rors were lower than the random errors associated with the
process.

Wide grooves are more accurately measured than narrow
ones, simply because as a groove becomes wider and deeper,
the absolute error ind remains approximately constant, and this
error is a diminishing fraction of the total. The resolution ad-
vantage of AFM comes not from the measurement ofW (the
lateral resolution is similar to that from SEM), but from the
measurement ofd, where the AFM is capable of resolving
differences in depth <1 nm. In any case, the similarity of the
MRL and AFM results illustrates an acceptable degree of
consistency.

Surface-diffusivity data derived from AFM observations
also are consistent with accepted data. The most significant
advantage of the AFM technique is that it is much less labor-
intensive and, therefore, allows more boundaries to be
sampled. Several hundred boundaries can be measured easily
in a time scale of days.

Fig. 5. (a) Distribution of thermal grooves in alumina etched for 1 h
at 1600°C, in air. (b) Distribution of thermal grooves in magnesia
etched for 5 h at1400°C, in air. For comparison, equivalent data from
Ref. 13 are plotted on each graph.
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Although the AFM and MRL results give the same median
values for the dihedral angle distribution, there are some note-
worthy differences in the details of the distribution. For ex-
ample, the AFM-measured magnesia distribution is wider on
both sides of the median. There are several potential sources
for the differences. The first source might be the number of
points in each distribution. For alumina, there are 14 MRL
observations and 101 AFM observations. Similarly, for mag-
nesia, there are 23 and 201 observations for MRL and AFM,
respectively.

The second potential reason for the differences might be
related to sample purity and texture. For example, the alumina
samples examined by Handwerkeret al.13 were sintered under
vacuum. The alumina samples described here were sintered in
air and might, therefore, have had a greater impurity concen-
tration. The relatively large number of low-angle boundaries
detected in our magnesia specimen might have resulted from
crystallographic texture introduced during processing. The
sample described here had a〈111〉 texture, measured by OIM to
be 6.5 times random, whereas the texture of the samples ex-
amined by MRL was not reported.

The influence of grain-boundary misorientation on the ge-
ometry of the thermal grooves on magnesia surfaces was ex-
amined under the assumptions that the torque terms were neg-
ligible, the surface energy isotropic, and the grain-boundary
energy insensitive to its tangent plane. Interestingly, even with
such sweeping assumptions, there were clear trends in the data.
For example, grain boundaries with small misorientations had
the largest surface dihedral angles, indicating thatggb/gs was
small. This result was consistent with the idea that small mis-
orientations could be accommodated by relatively minor
atomic displacements in the boundary, so that the boundary
energy was low.

In addition to the low-angle boundaries, a number of high-
angle boundaries (misorientations$10°) had unusually low
ggb/gs ratios in the present study. For example, eight high-angle
boundaries in our distribution hadggb/gs ratios more than one
standard deviation below the mean. We compared these bound-
aries to the known 47 CSL boundaries, with values ofS #
49,26 and found that three of them had rotation axes within 3°
and misorientation angles (v) within 2.4° of a coincident-site-
lattice (CSL) misorientation. These boundaries included a
S7, a S17b, and aS45a. At slightly higherggb/gs ratios, but
still below the mean, an additional five near-CSL boundaries
were detected. The observed near-CSL boundaries are listed in
Table I.

Although the simplified analysis used in the current paper
explains most of the data, some additional features are prob-
ably best explained by the anisotropy of the surface energy or
the influence of the grain-boundary tangent plane on its energy.
For example, two boundaries in the data set have very nearly

the same misorientation (the axes of rotation are separated by
only 4.2°, and the rotations differ by only 0.4°), yet the values
of ggb/gs are 1.4 and 0.9. Assuming that the energies of these
two grain boundaries are similar, the difference in theggb/gs
ratio might be caused by the anisotropy ofgs. The shallow
groove is bounded by surfaces near (100) and (221), whereas
the deeper groove is bounded by surfaces near (100). Calcula-
tions of the surface energy of magnesia predict that the (100)
surface has the minimumgs, and as the surface normal rotates
from (100) to (110), the surface energy increases from 1 to 3
J/m2.27 Assuming this increase is true, then the low surface
energy of the (100) surface might explain the relatively higher
value of theggb/gs ratio. In addition, the different surface traces
of the two grain boundaries indicate that they must also have
different tangent planes. Although this effect might contribute
to the discrepancy in the observations, its sign or magnitude is
difficult to estimate based on existing data.

Because groove geometries are influenced by the anisotropy
of the surface energy and/or the grain-boundary tangent plane,
it should be possible to measure these factors. To do so neces-
sitates determining partial dihedral angles, a step that requires
knowledge of the grain boundary’s inclination with respect to
the free surface. Preliminary tests in our laboratory have dem-
onstrated that it is possible to measure this inclination through
calibrated serial sectioning. Because the techniques described
in the present paper allow numerous measurements to be re-
corded in a relatively short time, we should be able to analyze
a more extensive data set, using techniques similar to those

Fig. 6. AFM image montages of the same area of an alumina surface after annealing for (a) 1, (b) 6, and (c) 10 h at 1400°C. In all images, vertical
contrast from black to white is 100 nm. Contrast discontinuities occur at the boundaries between separate images with different average contrast
levels.

Fig. 7. Time (t) evolution of groove width (W) for three grooves on
an alumina polycrystal heated in air at 1400°C. Slopes of the lines
indicate that the dominant atomic removal mechanism is surface
diffusion.
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Fig. 8. Distribution of observed boundaries in an irreducible wedge of cubic misorientation space. Shading of each point corresponds to theggb/gs
ratio for that boundary. There are 10 shades of gray, with a resolution of 0.1 inggb/gs, ranging from 0.7 (darkest) to 1.7 (lightest). (a) Oblique pro-
jection of the three-dimensional wedge and (b)–( j) progressive slices of the wedge along theR3 or [001] axis. Value ofR3 listed below each slice
indicates bottom coordinate of the slice.
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recently proposed by Adamset al.,28 without neglecting the
effects of the torque terms, the anisotropy of the surface en-
ergy, or the influence of the grain-boundary tangent plane.

V. Conclusions

AFM is a facile method for determining the geometries of
grain-boundary grooves. Relative grain-boundary energies cal-
culated from these data are consistent with accepted values.
When the relative grain-boundary energy is correlated with the
grain-boundary misorientation, boundaries with small or near-
CSL misorientations have lower relative energies. However,
the data set also reveals that factors other than misorientation
determine groove geometry. Assuming that these other factors
are the anisotropy of the surface energy and the effect of the
grain-boundary tangent plane on the grain-boundary energy, it
should be possible to measure both of these quantities by char-
acterizing in detail both the geometry and the misorientation of
the boundaries.
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S 〈hkl〉 v (°)

〈hkl〉
Misorientation

(°)

v (°)
Misorientation

(°) ggb/gs

5 100 36.86 3.65 0.73 1.1
7 111 38.21 1.14 1.87 1.0

17b 221 61.92 2.87 1.19 0.9
21b 211 44.41 3.13 1.76 1.1
25b 331 51.68 4.76 1.95 1.1
33c 110 58.99 4.17 0.23 1.1
37c 111 50.57 4.55 1.53 1.1
45a 311 28.62 3.00 2.33 1.0
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